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ABSTRACf
Web image clustering has drawn significant. attention in the
research community recently. However, not much work has
been done in using multi-modal information for clustering
Web im8ges. In this paper, we address the problem of Web
image clustering by simultaneous integration of visual and
textual features from a graph partitioning perspecth'e. In
particular, ....-e modelled visual features, images, and words
from the surrounding text of the images using a tripartite
graph. This gra.ph is actually considered as a fusion of two
bipartite graphs that are partitioned simultaneously by the
proposed Consistent )soperimetric High-order Co-clustering
(CIHC) framework. Ahhough a similar approach has been
adopted before, the main contribution of this work lies in
the computational efficiency, quality in \Veb image cluster
ing and scalability to large image repositories that CIHC is
able to achieve. We demonstrate this tluough experimental
results performed on real Web images.

Categories and Subject Descriptors
1.5.3 [Pattern Recognition): Clustering-algorithms.

General Terms
Algorithms, Performance, 8xperimcntation.

I. INTRODUCTION
With the explosive growth of Web and the recent devel

opment in digital media technology, the number of images
011 the Web has grown tremendously. Consequently, Web
image clustering has emerged as an important application.
For example, properly grouped Web images can provide a
very neat bird's eye vicw of the retrieved images to users.

The initial efforts on image clustering were solely based
on low-level visual features of images and hence prone to
the semanlic gal) problem. A low-tech and a naive solution
adopted by search engines to overcome this problem to a
certain extent has been to treat image clustering as a lext
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Figure 1: Tripartite graph of visual features, Web im
ages and surrounding words of the images.

clustering problem. Web images are represented using tex
tual features in terms of the surrounding texts and captions.
Images clustered based 011 these textual features are then re
trieved accordingly. But, since images are not actually text
documents, this al)proa.ch is hardly a solution to the problem
at hand. A better al)proach is to use multi-modal features
that inco!J>orate both visual and textual features together.
[I] and [2] combined the textual and visual features into a
global vector by performing Latent Semantic Indexing. In
both these works, thlJ two different kinds of image represen
tations were simply combined together in a rather rigid way
without any theoretical basis. [3] first clustered images into
different semantic groups by employing the textual and link
features and then plJrformed visual feature-based clustering
in each semantic group. A problem in this two-step process
is that an erroneous first step results can propagate to the
second step leading to poor image clustering. !4] applied
an iteraUve algorithm to combine the co-clustering between
images and surrounding text and the one-sided clustering of
images based on visual features. The collvergence property
of this algorithm was not proven and the kind of combina
tioll is unsymmetrical occording to the status of visual and
textual features. From the above discussion, it is clear that
the earlier efforts on using multi-modal features for Web
image clustering were along the lilies of combining the infor
mation from visual and textual features instead of integra(,
ing them together synchronously under a sound theoretical
framework.

In this paper, we propose the Consistent Lsoperimetric
High-Order Co-clustering (CLHC) framework for simultane
ous integration of visual and textual features for efficient
Web image clustering under a graph theoretical approach.
Specifically, visual features, images and textual features are
modelled using a tripartite graph, as shown in Figure l. 11tis



tripartite graph is treated as two bipartite graphs of visual
features & images and that of images & textual features
from the surrounding texts of the image. Co-clustering is
then achieved by simultaneously partitioning these two bi-
partite graphs together such that the information from both
the kinds of features is optimally utilized. Note that the
simultaneous partitioning of the two bipartite graphs is per-
formed in such a way that the local clustering of each graph
need not be optimal under the constraint that the fusion
of the two results yields optimum image clustering. Actu-
ally, a similar concept was presented by [5] where the Con-
sistent Bipartite Graph Co-partitioning (CBGC) was pro-
posed where the two bipartite graphs were partitioned us-
ing spectral co-clustering [6]. An iterative algorithm using
semi-definite programming (SDP) [7] was used to partition
the tripartite graph which is computationally expensive and
does not work well on large data sets. On the other hand,
the proposed methodology requires a simple solution to a
sparse system of overdetermined linear equations. More-
over, in the CIHC framework, we partition the two bipartite
graphs simultaneously using Isoperimetric Co-clustering Al-
gorithm (ICA) which has been shown to achieve superior
results than the spectral approach in terms of the quality,
efficiency and stability of the partition [8, 9]. Experimental
results performed on images extracted from real Websites
demonstrate the advantages of CIHC over CBGC in cluster-
ing Web images.

2. CIHC FRAMEWORK FOR WEB IMAGE
CLUSTERING

The tripartite graph G ={F, M, W, E}, has three sets of
vertices, viz., F, M and W representing visual features, im-
ages and words, respectively with E being the set of edges.
Let A and B represent the weight matrices for feature-image
and image-word bipartite graphs respectively. Every entry
in A and B represents the importance of a particular fea-
ture and word for that image, respectively. For B, word
frequency in the surrounding text of the images is used.

We partition the tripartite graph by applying ICA to the
two bipartite graphs: feature-image and image-word. ICA
has been motivated from the combinatorial formulation of
the classic isoperimetric problem [10, 11, 8]: For a fixed
area, find the shape with minimum perimeter. It provides
polynomial time heuristic for the NP-hard problem of find-
ing a region with minimum perimeter for a fixed area. Let
V = {M S

W} be the set of vertices of the image-word bi-
partite graph. ICA partitions V into sets S and Sc, such
that S

S
Sc = V and S

T
Sc = φ. Like other graph parti-

tioning algorithms, ICA achieves optimum partitioning by
finding S and Sc so that isoperimetric ratio of the graph hG

defined as,
hG =

|∆S|
V olS

(1)

is minimized. The numerator and denominator represent
the boundary area and the volume of S, respectively. The
boundary of S is defined as,
∆S = {eij | edges between a vertex in S and Sc}.
Consequently, |4S| =

X

eij∈4S

w(eij) (2)

where w(.) represents the edge weight. The combinatorial
volume can be defined as,

V olS = |S| (3)

m1 m2 m3 m4 m5

w1 w2 w3 w4 w5 w6 w7f1 f2 f3 f4 f5 f6

m6

Figure 2: Traditional extension of bipartite graph par-

titioning algorithm ICA is unable to partition the visual

feature-image-word tripartite graph.

After a few mathematical deductions, ICA achieves the min-
imization of equation (1) by solving a sparse system of linear
equations as,

L

»
m
w

–
= e (4)

where L is the Laplacian matrix of the image-word bipartite
graph, [m w]T is the indicator vector to indicate partition-
ing of the two types of vertices, and e is a vector of ones of
size |M |+ |W |. Solving this system of equations results in a
real valued [m w]T . In order to get partitions, this solution
is cut using a splitting value s into the set of vertices having
indicator vector value ≤ s and > s.

To partition the visual feature-image-word tripartite graph,
intuitively it might seem obvious to perform traditional ex-
tension of ICA by solving a similar system of linear equations
as,

L

2
4

f
m
w

3
5 = e (5)

where L, the indicator vector [f m w]T and e are similarly
defined for the tripartite graph. However, by doing so the
visual feature-image-word tripartite graph actually ends up
being a bipartite graph of images and visual features &
words. This can be seen by shifting the visual feature ver-
tices on to the side of the word vertices as illustrated in
Figure 2. Due to this, we will be unable to distinguish be-
tween cutting a visual feature-image edge and an image-word
edge and is thus a conceptual misrepresentation of the basic
structure of visual features, images and words in Figure 1.

To overcome the ill-partitioning of Figure 2, we partition
the visual feature-image-word tripartite graph by consider-
ing it as two bipartite graphs coupled together. It is easy
to see that applying ICA separately on the two bipartite
graphs will result in two different partitioning results on the
images. In order to achieve consistent results, we need to
partition the two bipartite graphs simultaneously. That is,
visual feature-image bipartite graph needs to be partitioned
under the constraints enforced on images by words while,
the partitioning of image-words bipartite graph has to be
under the constraints enforced on images by the visual fea-
tures. In other words, we achieve consistent partitioning of
images under the constraints that the partitioning of visual
feature-image or image-word need not be optimal. By doing
so, we consistently integrate the visual and textual features
simultaneously for clustering the Web images.

Applying ICA to the visual feature-image bipartite graph,
we get,

L(fm)

»
f
m

–
= e(fm) (6)

Similarly, image-word bipartite graph yields us,

L(mw)

»
m
w

–
= e(mw) (7)



Table 1: Image categories used in the experiments
Category Name Size Category Name Size

Owls 71 Snow Mountains 82
Flowers 64 Flying Eagle 67
Lions 56 Dusk 58

Elephants 85 Plants 79
Horses 76 Railways 77

We combine the above two system of linear equations as,
»

L(fm) 0

0 L(mw)

–2
4

f
m
w

3
5 =

»
e(fm)

e(mw)

–
(8)

Fr = v

where v is a vector of ones of size |F | + 2|M | + |W |. Note
that F is not a square matrix, i.e. this is an overdetermined
system of linear equations where the number of equations is
more than the number of variables, which needs to be solved
using a least squares method [12]. Due to its simplicity and
efficiency, we used the QR decomposition method to solve
equation (8). However, any other method can be employed
as well. Amongst the common methods for cutting the indi-
cator vector r are the median cut and the ratio cut. Median
cut uses the median of the indicator vector r as the split-
ting value to produce equally sized partitions while ratio cut
chooses one such that the resulting partitions have the low-
est isoperimetric ratio indicating optimal partitioning. As
our goal is not to necessarily produce equally sized clusters,
we employ the ratio cut.

The main steps of CIHC can be summarized as follows:

1. Using weight matrix A of the visual feature-image bi-
partite graph, construct the Laplacian matrix L(fm).

2. Similarly, using weight matrix B of the image-word
bipartite graph, construct L(mw).

3. Using equation (8), construct F, r and v, and solve
the system of linear equations F r = v.

4. Employ ratio cut on r to get the partitions.

3. EXPERIMENTS AND RESULTS
For dataset preparation we followed the same approach

as in [5]. A web crawler was first sent out to crawl some
of the Webpages in the Yahoo directory1 to extract images
and their surrounding texts. The image database consists
of 15, 000 images which have been manually assigned to 42
categories. To conduct the experiments, we randomly se-
lected 10 of these categories shown in Table 1. The words
left over after removal of stop words were considered to be
the textual features of the image. For the visual features,
we used the PCA-SIFT image descriptors [13].

We have compared CIHC with CBGC in terms of the im-
age clustering results, scalability and computational speed.
CBGC is a very parameter-dependent framework which re-
lies heavily on the values of θ1, θ2 and β. β is the weighting
parameter that decides which bipartite graph is given more
emphasis in clustering. θ1 and θ2 are parameters used to put
constraints on the SDP bound controllers. To decide on the
values for these 3 parameters, we followed the approach sug-
gested by the authors [5]. We randomly selected two image

1http://dir.yahoo.com/Arts/Visual Arts/Photography/

categories (Elephants and SnowMoutains) and varied the
values of all the parameters between 0 and 1 for the parti-
tioning. Values that gave best clustering result were chosen
and used for the rest of the categories. The problem with
CBGC is that these values are category specific and have to
be retuned for the other categories. This is demonstrated
in the results in Figures 3 (a)-(d). The vertical dotted line
separates the image categories indexed on the X-axis. Em-
bedding value in the indicator vector is plotted along the
Y-axis. The two pattern plots (∗ and 4) represent the two
clusters obtained. Figures 3(a) and (b) show the perfor-
mance of CBGC and CIHC in partitioning Elephants and
SnowMoutains. Based on the parameter values set, CBGC
is able to get perfect clustering results. CIHC also gets sim-
ilar results. In another case involving Flying Eagle and
Lions shown in Figures 3(c) and (d), CBGC has misclas-
sified a number of Lions images. CIHC on the other hand
was able to generate very good clusters. We observed similar
results in the clustering of other categories. Hence, this ap-
proach for tuning the CBGC parameters works on only those
few categories and performs poorly on the other datasets. In
the real world application for Web image clustering, it is im-
possible to know what parameter values are to be chosen for
clustering the images retrieved. On the other hand, CIHC is
a completely parameter-less approach and does not require
a priori specification of any parameters.

To evaluate the image clustering performance of CIHC
and CBGC across all the categories, we have used the cross-
accuracy metric [5]. If two image categories having n1 and
n2 images respectively are mixed, then the ground truth
Boolean vector rt can be written as, rt = (1,1,...,1,0,0,...,0)
where the first n1 elements are set to 1 and the rest n2 el-
ements are set to 0. The image clustering results can be
represented as a Boolean vector rc having the same order-
ing of elements as rt. Cross-accuracy is defined as follows,

accuracy = max

8
>><
>>:

X
i

(rti ⊕ rci)

n1+n2
, 1−

X
i

(rti ⊕ rci)

n1+n2

9
>>=
>>;

where ⊕ represents the exclusive-OR operation. We mixed
every image category with the rest of the category and mea-
sured the accuracy of the clustering. In Figure 3(e), we have
plotted the accuracy of CIHC (Y-axis) vs CBGC (X-axis).
Each circle in the plot represents a possible image category
pair. It can be seen that most of the circles fall in the upper
part of the diagonal. This indicates that in the clustering of
most of the image category pairs, CIHC outperforms CBGC.
The few circles on the lower part of the diagonal are the cat-
egory pairs for which CBGC has been properly tuned with
the parameter values. In Table 2, we show the mean accu-
racy between each category and all other categories for both
the algorithms. CIHC has a higher mean accuracy than
CBGC on all the categories.

We now compare the computational speed of CIHC with
CBGC. Since the time required to cut the indicator vector
is the same for both algorithms, we compare on the basis of
the time required to calculate the indicator vector. The algo-
rithms were implemented using MATLAB on a machine with
a 3 GHz Intel P4 processor with 1 GB RAM. In Figure 3(f),
we plot the time required by the algorithms as the number
of vertices in the fully connected tripartite graph increases.
Time for CIHC gradually increases with the number of ver-
tices. For the maximum number of vertices we increased to,
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Figure 3: (a)&(b) In the clustering of Elephants and Snow Moutains, CBGC is able to get perfect clustering due to

the fact that the values used for the parameters β, θ1 and θ2 are suitable for separating these two categories. CIHC is

devoid of any parameters and is able to get comparable results on the same dataset. (c)&(d) Parameters previously

set for CBGC are unable to separate Flying Eagles and Lions. A number of Lions images are misclassified. On the

other hand, CIHC performs well. (e) Web image clustering comparison of CBGC and CIHC on all image category

pairs. (f) Computational speed comparison of CIHC with CBGC.

Table 2: Average clustering performance
Category Name CBGC CIHC

Owls 0.5898 0.8241
Flowers 0.6248 0.8342
Lions 0.6544 0.8132

Elephants 0.8706 0.8941
Horses 0.6363 0.8244

Snow Mountains 0.6050 0.7746
Flying Eagle 0.6728 0.8608

Dusk 0.5412 0.5614
Plants 0.6386 0.6543

Railways 0.6631 0.8070

about almost 4, 000, CIHC required about 98 seconds only.
CBGC on the other hand, was unable to keep up with CIHC.
As can be seen, the time required by CBGC really shoots
up for a few hundred vertices and hence is unable to handle
larger sized datasets. This experiment clearly demonstrates
the computational efficiency of CIHC and the potential for
applicability in large-scale real-world Web image clustering
applications.
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