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a b s t r a c t

It is well-known that 3D shape and texture reconstruction from a single-view image is a very
challenging and an ill-posed problem, especially without 3D supervision/ground truth. Existing neural
implicit surface reconstruction approaches do easily get trapped in the local minima and cannot
produce high-fidelity geometry and high-quality textures (and rendered images) under single-view
setting, even with provided highly sparse depth prior. In this paper, we propose a new self-supervised
learning method DiffSVR that represents a complicated surface as a new depth-aware occupancy function
(DOF) and utilizes an end-to-end differentiable surface rendering paradigm to optimize the neural DOF
field relying only on single-view image with highly sparse depth information. The developed surface-
aware sampling, occupancy self-labeling, and differentiable surface rendering with inverse computation
techniques can enhance both the neural implicit surface reconstruction and the neural renderer. The
extensive experiments and comparisons on two real-world benchmark datasets (e.g., DTU and KITTI)
demonstrate that our approach not only numerically outperforms the current state-of-the-art methods
by a large margin, but also produces surface mesh model with qualitatively better geometric details
and more accurate textures, as well as exhibits good performance on generalizability and flexibility.
The code and data are available at https://github.com/akomarichev/DiffSVR.

© 2023 Elsevier Ltd. All rights reserved.
1. Introduction

Reconstructing and learning 3D shapes from 2D images is a
undamental problem in computer vision for decades [1–9]. In the
ecent years, there are many learning-based single-view shape
econstruction methods to address this challenging and ill-pose
roblem, such as 3D-R2N2 [10], PSGN [11], Pixel2Mesh [12], Im-
ge2Mesh [13], 3D FFD [14], 3D Face [4], 3D Hand [15], DeepOr-
anNet [16], 3DSVPC [17], etc. However, all of them either need
D supervision or can only work with simple 3D geometry shapes.
ith the recent advances in neural implicit representations with
ifferentiable and continuous formulation, such as signed dis-
ance functions (SDF) [18], occupancy [19], and their variants,
he research in this direction has become very promising. They
re flexible to represent 3D surfaces with complex geometry and
rbitrary topologies, without pre-defining a volumetric or a mesh
emplate.

Recently, leveraging differentiable neural rendering with
mplicit representation, DVR [20] tries to push the limit of single-
iew 3D reconstruction problem to the case without 3D super-
ision. It can deal with single-view reconstruction along with
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dense depth map, and optimize the implicit geometry and the
texture by minimizing the difference of rendered views and
ground truth views. However, DVR utilizes depths only in their
loss function and lacks an analytic implicit model for effectively
sampling the occupancy field to represent a complicated surface
with occlusions, so that it will easily get trapped in the local
minima under the limited-view setting. Besides that, there are
some multi-view neural surface reconstruction methods [21–24].
These methods either heavily depend on a large number of input
views (dense views), which are not able to adapt to single-view
input, or are based on volume rendering, heavily depending on
dense sampling points along the rays, which are computationally
expensive. Some examples are shown in Fig. 1.

In reality, it is often difficult or costly to obtain the dense
depth map or dense multi-view images. Therefore, high-fidelity
reconstruction with sparse depth map and single- / limited-view
RGB image constitutes practical solution for real-world applica-
tions. For instance, it is more practical to develop a novel RGB-D
camera with a high-resolution RGB image along with a low-
resolution/sparse depth map for a superbly fast and lightweight
3D reconstruction in robotics or autonomous driving systems.
Similarly, a LiDAR-based depth map is always very sparse and the
problem of effectively fusing sparse depth map with the dense
RGB image in the 3D reconstruction system is promising and
useful.

https://doi.org/10.1016/j.cad.2023.103604
https://www.elsevier.com/locate/cad
http://www.elsevier.com/locate/cad
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cad.2023.103604&domain=pdf
https://github.com/akomarichev/DiffSVR
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Fig. 1. The illustration of our DiffSVR and other state-of-the-art methods with single-view input. Our approach can reconstruct better quality shape and texture.
In this work, we propose DiffSVR, a novel single-view surface
econstruction method with two significant advantages: (1) it
eeds only a single-view image with highly sparse depth infor-
ation for successful 3D reconstruction; (2) it significantly im-
roves the capability of the differentiable surface rendering-based
econstruction to next level allowing for handling of complex
tructures and textures as shown in Fig. 1. The key contributions
f our work are:

• We propose a new self-supervised learning method that
represents the complicated surface as a novel analytic im-
plicit model depth-aware occupancy function (DOF) and
adopts an end-to-end differentiable surface rendering paradigm
to train the neural DOF representation only relying on single-
view image with highly sparse depth;

• The proposed DOF includes surface-aware sampling and oc-
cupancy self-labeling components, which lead to better cap-
turing and representing shape geometric and topological
details at the implicit representation level. The developed
differentiable surface rendering with inverse computation
can further enhance the optimization of both the neural
implicit surface and texture;

• The extensive experiments and comparisons demonstrate
that our approach not only numerically achieves new state-
of-the-art performance, but also produces surface mesh
with qualitatively better geometric details and more ac-
curate textures, as well as exhibits good performance on
generalizability and flexibility on two large-scale real-world
benchmark datasets (e.g., DTU and KITTI).

. Related work

In this section, we provide the overview of the two main di-
ections in 3D surface reconstruction, i.e., classical 3D surface re-
onstruction methods utilizing multi-view images and recent 3D
urface reconstruction methods through learning neural implicit
epresentations.

Classical Multi-View Surface Reconstruction. 3D surface re-
construction from a given set of multi-view images is a classical
problem in computer vision and computer graphics fields [25].
Traditional multi-view stereo (MVS) methods focus on estimating
the depth of each pixel by matching features points across differ-
ent views [26–29]. This category of methods requires additional
post-processing step of depth map fusion into a dense point
cloud [27,30–32] and followed by Poisson surface reconstruction
meshing [33,34]. The quality of the reconstructed surface heavily
relies on the quality of the features matching among correspond-
ing views and suffers from artifacts and missing parts in the
reconstructed surface. Another category of traditional MVS meth-
ods relies on volumetric reconstruction [5,35–41] by estimating
occupancies of the voxel grid from multi-view images and suffers
from low-quality reconstruction with high computational cost.
2

Neural Implicit Surface Reconstruction. Recently, the neural
implicit approaches [19,20,22,42–49] have emerged to overcome
problems of the traditional MVS methods and learn better quality
3D geometry and appearance with higher efficiency. These meth-
ods allow to learn implicit surface through optimizing network
parameters according to the implicit formulations and do not
suffer from discretization artifacts or low quality in the recon-
structed surface due to its continuous nature. We divide these
methods into two main categories: implicit surface rendering-
based reconstruction and implicit volume rendering-based recon-
struction.

Recent neural implicit surface rendering-based methods
[20,21] propose a differentiable surface rendering formulation
with implicit gradient calculation to optimize neural implicit sur-
face from multi-view images. DVR [20] introduces a differentiable
rendering method for implicit surface and appearance represen-
tations by calculating analytically depth gradients. DVR only uses
depth in their loss function and lacks an analytic implicit model
for effectively sampling the occupancy field to represent a com-
plicated surface. IDR [21] introduces the implicit neural network
to learn 3D geometry and neural renderer to approximate texture
with appropriate surface lighting conditioned on the viewing
direction. However, both IDR and DVR fail to correctly recon-
struct accurate 3D surface and render high-quality images under
limited-view setting (only consider a single surface point for each
ray), not to mention the very challenging single-view case.

Volume rendering-based reconstruction approaches, such as
NeRF [50] or follow-up works [51–61], propose the differentiable
volume rendering techniques to optimize neural α-compositing
radiance fields along the ray as well as some variants for dynamic
scene rendering, fast inference, sparse-view input, etc. These
methods show impressive performance for synthesizing high-
quality novel images, but produce unsatisfactory low-quality 3D
geometry.

Alternatively, there are some recent methods that try to com-
bine advantages of implicit surface-based and volumetric ap-
proaches together in one model. Oechsle et al. [22] proposed an
approach to unify both surface rendering and volume rendering
with the sampling strategy. Wang et al. [23] proposed a volume
rendering scheme to learn signed distance function (SDF) that
represents a scene space as a density-based function. One of
the most recent works proposed by Long et al. [24] presents
a neural volume rendering based method for the task of sur-
face reconstruction from sparse-view images. However, these
methods, similar to DVR and IDR approaches, have low-quality
reconstruction results on the single-view image.

3. Method

The motivation of this work is that given a single-view image
(with highly sparse depth information) of an object, we recon-
struct the 3D surface with its appearance. Due to the limited
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Fig. 2. The architecture of DiffSVR on a single-view image. Firstly, we extract Sprior from sparse/dense depth points that guide our surface-aware ray sampling and
ccupancy self-labeling to construct more effective DOF. Secondly, for each point of the predicted object surface from DOF we compute our differentiable surface-
endering to obtain appearance. Finally, our proposed differentiable backpropogation can enhance both the neural implicit surface reconstruction and the neural
enderer. Evaluation of Lrgb is performed within predicted object surface mask during DOF prediction step.
Fig. 3. The illustration of the proposed surface-aware sampling and occupancy self-labeling in our DOF.
nformation, it is very critical to design an effective neural sur-
ace representation and renderer scheme to facilitate the task.
olume rendering-based surface reconstruction method requires
ery dense points along the ray. Moreover, it always requires
xtra effort to represent and extract the implicit surface from
he 3D volume space. In this DiffSVR work, we investigate into
he new neural geometry-aware surface rendering techniques
o enhance the implicit models for the proposed neural surface
nd texture representations built from a single-view input only.
he main technical components of our DiffSVR are (1) an ana-
ytic implicit model depth-aware occupancy function (DOF) with
surface-aware ray sampling and occupancy self-labeling, and (2) dif-
ferentiable neural surface rendering for self-supervised learning. In
our proposed model, an object to be reconstructed is represented
by implicit functions w.r.t. geometry and texture. The overview
of our proposed method is shown in Fig. 2.

3.1. Depth-Aware Occupancy Function (DOF)

Occupancy Networks [19,20] define occupancy function fφ that
for every possible point xv ∈ R3 in a 3D space assigns binary
occupancy probability between 0 and 1:

fφ(xv) : R3
→ [0, 1], (1)

where fφ represents a neural network with parameters φ. The
implicit surface S of the 3D object is defined as the set of points
(i.e., the decision boundary of the binary occupancy classifier),
where occupancy probabilities equal to a given threshold: S ={
xs ∈ R3

| fφ (xs) = τ
}
, where a threshold parameter τ ∈ [0, 1]

defines 3D surface of an object implicitly.
As we know, depth information is very useful in 3D shape

geometry reconstruction, especially in our challenging single-

view task. Inspired by this, we introduce depth-aware occupancy

3

function (DOF) ξφ by taking advantage of depth prior information,
which is not considered in the original occupancy function def-
inition. Given sparse/dense depth prior D from the single-view,
obtained by a depth camera or estimated by MVS algorithms [27],
we can represent surface prior Sprior as a set of surface points
xs = co + dsrv , where co is the origin of the camera, ds is the
provided depth, and rv is the ray view direction for a given pixel.
Once we define the surface prior, we can sample points and
assign labels along the ray view direction based on the occupancy
function. In the following, we introduce two main components
of the proposed DOF: surface-aware ray sampling and occupancy
self-labeling.

Surface-Aware Ray Sampling. The essential effectiveness and
efficiency of the 3D reconstruction depend on how to sample
the points on the ray. Given a ray, compared with the existing
state-of-the-art methods, e.g, DVR [20], IDR [21], UNISURF [22],
NeuS [23], SparseNeuS [24] with equally-spaced or empirically-
hierarchical sampling points on the ray, our method can adap-
tively and efficiently sample limited number of points along
the ray with the surface-aware mechanism to cover the corre-
sponding labeling values in the occupancy field. Moreover, none
of the above surface reconstruction methods have taken use
of the depth prior information in their methodology. We will
demonstrate DOF’s effectiveness in the experiment and ablation
study.

In DOF, based on the above surface prior Sprior , we divide the
unit cube with the object inside into three main regions Rfro, Rsur ,
and Rbeh as shown in Fig. 3(a). Rfro represents the region where all
possible points lie in front of the object’s surface. Rsur represents
the region where all possible points locate very close to the
object’s surface on both sides. Rbeh represents the region where all
possible points locate behind the object’s surface, which is used

for occlusion inference. More details are given in the following
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ubsection. Additionally, we define dmin and dmax as the unit box
oundaries. Based on this surface-awareness strategy, we only
eed very few number of sampling points in each region to define
n effective occupancy field. Our experiments will justify this nice
roperty and advantages. On the contrary, the previous methods
lways need very dense sampling points on each ray in order to
reserve the accuracy of the surface reconstruction.
More specifically, let us consider the random ray that pene-

rates unit cube where the object is located. Our goal is to sample
oints for each ray in aforementioned three regions respectively.
n order to realize this, we first sample depths within those re-
ions and then transform depths into 3D space. For Rfro we sample
fro depth values Dfro from the interval [dmin, ds) as follows:

fro ∼
[
ds − (ds − dmin)U

(
Nfro

)]
, (2)

here U(·) is sampled from a uniform distribution on the in-
erval [0, 1), and ds is a given or estimated surface depth value.
hen, for Rsur we sample Nsur depth values Dsur from the interval
ds − σ , ds + σ) centered around ds:

sur ∼

[
ds − σU

(
Nsur

2

)
, ds + σU

(
Nsur

2

)]
, (3)

where σ represents the small value for sampled depths lying
close to the given or estimated depth ds. Finally, we sample Nbeh
depths Dbeh within the interval (ds, dmax]:

beh ∼ [ds + (dmax − ds)U (Nbeh)] . (4)

fter that we transform the sampled depth values into 3D points
or three regions as follows:

Xfro = co + Dfrorv,
Xsur = co + Dsurrv,
beh = co + Dbehrv.

(5)

Based on Eq. (5), we can effectively and efficiently sample
points for occupancy function to better capture the occupancy
probabilities of the 3D object within the unit cube.

Occupancy Self-Labeling. As one can notice that it is straight-
forward to assign occupancy label to sampled points in Rfro,
sur regions based on the single-view depth information. Any
ampled points in front of the surface of the object have non-
ccupancy labels with zero values, and are defined as Ofro. The
oints sampled around the surface are assigned occupancy labels
sur depending on which side of the surface the sampled points
all in. However, to label points sampled behind the surface is not
traightforward, because with the provided single-view image(s),
e cannot see through the object. In this case, we propose an
ccupancy self-labeling method as shown in Fig. 3(b), where we
ssign the occupancy label on-the-fly to any point in Rbeh region
y evaluating occupancy values by the current optimized DOF ξφ

s follows, so as to better predict the occupancy labels for the
ccluded parts:

beh ∈ occupied =
{
Xbeh ∈ R3

| ξφ (Xbeh) ≥ τ
}
,

beh ∈ non-occupied =
{
Xbeh ∈ R3

| ξφ (Xbeh) < τ
}
.

(6)

After that, we can optimize parameters φ of our network ξφ ac-
cording to the sampled points and their corresponding occupancy
values.

DOF Definition. Our idea of the constrained surface-aware ray
sampling alongside with the occupancy self-labeling improves
the implicit representation of the object by wisely sampling
points along the rays and assigning occupancy labels to them on-
the-fly. Therefore, our complete DOF is defined as the following:

ξφ(xv) : R3
→ [0, 1] :{ } { } (7)
xv ∈ Xfro,Xsur ,Xbeh → oxv ∈ Ofro,Osur ,Obeh . p

4

3.2. End-to-end differentiable surface rendering

In order to realize self-supervised learning from 2D single-
view image, we design the inverse computation by backpropa-
gating the differentiation/gradients from the color loss between
the rendered images and the input images to the differentia-
tion/gradients of the implicit DOF, so as to synergically optimize
and reconstruct 3D object geometry and texture in an end-to-end
way. To learn the color of every point xs of the predicted surface S
in a 3D space, we propose a color function: cφ(xs) : R3

→ R3. We
optimize the color function cφ (i.e., represented as a neural net-
work with parameters φ) during training together with the DOF
ξφ as a simple regression task. However, as reported by Oechsle
et al. [44], learning color generation in this way remains an ill-
posed problem and needs additional constraints. Thus, in order
to provide more surface information at the given surface point
xs ∈ R3 we estimate normal nφ(xs) ∈ N and extract DOF surface
embeddings ξφ(xs) ∈ F from the last fully-connected layer of the
DOF network, and then the surface-aware color function becomes:

φ(xs, ξφ(xs),nφ(xs)) : R3
× F × N → R3. (8)

he normal vector nφ(xs) is a normalized gradient of the DOF
eural network ξφ as nφ(xs) =

∇xs ξφ (xs)
∥∇xs ξφ (xs)∥2

.

In order to find a surface point at the given ray r, we evaluate
DOF network ξφ on n equally-sampled points along that ray to
detect the very first change from non-occupied to occupied value.
Once we find such interval, we run secant method [20] along the
ray to extract surface point xs.

Our main goal in this work is to learn the implicit surface and
texture field from single-view 2D images. Based on the DOF rep-
resentation in the previous section, we introduce the single-view
RGB reconstruction loss Lrgb:

Lrgb =

∑
r

Ĉ(r) − C(r)

1
, (9)

where ∥ · ∥1 is ℓ1-loss, Ĉ(r) is a rendered image for pixel/ray r
from implicit DOF learned by our model i.e., cφ(xs, ξφ(xs),nφ(xs)),
and C(r) represents ground truth image (input image).

In order to effectively minimize RGB loss and learn parameters
of our networks, we need to compute gradients explicitly. To
obtain gradients of Lrgb (i.e. ∂Lrgb

∂φ
) w.r.t. the network parameters

φ, i.e., differentiating cφ(xs), we inspire the gradient computation
idea from [20]:

∂ Ĉ(r)
∂φ

=
∂cφ(xs)

∂φ
+

∂cφ(xs)
∂xs

·
∂xs
∂φ

. (10)

To calculate ∂xs
∂φ

related to implicit DOF field is not straight-
forward. Instead, we can calculate gradient of the surface depth
w.r.t. the φ parameters using implicit differentiation. We notice
that ∂xs

∂φ
= rv ∂ds

∂φ
, where rv is a ray direction. Then, differentiating

the DOF ξφ(xs), we have: ∂ds
∂φ

= −

(
∂ξφ (xs)

∂xs
· rv

)−1
∂ξφ (xs)

∂φ
.

Finally, Eq. (10) can be rewritten as: ∂Ĉ(r)
∂φ

=
∂cφ(xs)

∂φ
−

∂cφ(xs)
∂xs

· rv
(

∂ξφ(xs)
∂xs

· rv
)−1

∂ξφ(xs)
∂φ

. (11)

e would like to emphasize that we learn and optimize DiffSVR
etwork parameters φ of DOF and color functions together. Our
eural renderer with its end-to-end differentiable gradient com-
utation, as shown in Eq. (11) (differentiations of color function
cφ and DOF ∂ξφ), is of great importance on single-view surface
nd appearance reconstruction which will be demonstrated in the
blation study. Our differentiable idea has been derived from [20],
ut the main difference is that we develop a differentiable neural
enderer originally defined on a general occupancy field to our
roposed neural DOF as shown in Eq. (11).
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.3. Loss function

To optimize the parameters φ of color network cφ and DOF
etwork ξφ , we propose a regularized loss function:

= Lrgb + λLdof , (12)

here λ is a coefficient, Lrgb is a RGB color loss based on the
rendered single-view image, and Ldof is a binary classification
loss, which is an implicit shape geometric regularization based on
the DOF. We set λ = 10 in our experiments since Lrgb loss is much
denser (in sampling) than Ldof loss in the total loss function.

Lrgb =

∑
xs∈S

∥cφ(xs, ξφ(xs),nφ(xs)) − C(r)∥1,

Ldof =

∑
xv∈R3

BCE(ξφ(xv), oxv ), oxv ∈ [0, 1],
(13)

where BCE is a binary cross entropy, oxv is the occupancy labels
[0, 1] from DOF in Eq. (7). Our introduced DOF loss (Ldof ) well reg-
ularizes surface boundary of the object in 3D implicit geometry
space, and color loss (Lrgb) further optimizes the quality of the
surface reconstruction as well as learns color/texture of the 3D
object. It is noted that in our model, we do not need any explicit
smoothing term, which makes our formulation more effective.

For incomplete/sparse depth prior, when a given ray lies inside
the object and depth is not available, we ignore the DOF loss for
that ray and apply only RGB loss if the network predicts surface
point. The experiments show that our method is robust on the
highly sparse depth case.

4. Experiments

4.1. Experimental settings

Datasets. We evaluate our DiffSVR framework on the DTU
MVS dataset [62] on a single-view image setting. The real-world
challenging DTU dataset contains different scans with 49 or 64
high-resolution images of 1200 × 1600 together with extrinsic
and intrinsic camera parameters for separate views. We test our
method on 15 scans, same as [20,21,23,24], with a wide variety
of geometry and appearance. We evaluate our model and base-
lines under single-view setting with provided dense/sparse depth
prior. Since DTU dataset does not provide the depth information,
in this work we use IDR method [21] to obtain depth prior, and
some other multi-view stereo algorithms can be used as well.
It is noted that the estimated depth prior for DTU dataset in
the experiments are noisy (no ground truth depths are used).
In order to better show the practical usage and generalizability
of our method, we additionally evaluate our DiffSVR framework
on some scans from the large-scale outdoor KITTI dataset [63].
The resolution of the front camera images is cropped to a size of
1242 × 375 pixels and the resolution of the LiDAR sensor scans
is 64-beam. We evaluate our method and DVR under the same
single-view setting with the sparse captured depths from raw
Velodyne points.
Baselines.We compare our method with the several state-of-the-
art approaches under single-view setting, such as neural-based
surface reconstruction methods, e.g., IDR [21], NeuS [23], and
SparseNeuS [24]. Since DVR [20] uses depth prior in their method
as well, we evaluate it on three scans with their provided depth
information. In addition, we compare our approach with a classic
MVS method COLMAP, where the mesh is reconstructed from
generated point cloud with the followed screened Poisson surface
reconstruction (sPSR) [34]. The best results in tables are shown in
bold font.
5

Implementation Details. We perform all our experiments on a
single NVIDIA GeForce RTX 3090 GPU with batch size of 1 with
2048 randomly selected pixels and train our models for 500 K
iterations (about 12 hours in total). For surface extraction step,
we start with an equally-spaced ray sampling of 16 sampled
points per ray and iteratively increase it up to 128 by doubling
each 50K, 150K, and 250K iterations. We set τ = 0.5 in all
our experiments. Our network architectures are inspired from
DVR [20] and IDR [21]. More details of the network architectures
and training details can be found in the Supplementary Material.

4.2. Comparisons

We perform qualitative and quantitative comparisons with
recent state-of-the-art methods (without 3D supervision) on DTU
dataset. We measure the reconstruction quality of the meshes
with the Chamfer distances (CD) calculated as in [21,23]. Addi-
tionally, we also use mask IoU metric to measure the quality of
the silhouettes of the reconstructed meshes from unseen views
between the reconstructed mask and the ground truth one. To
evaluate the quality of the image renderings, we report the stan-
dard PSNR and SSIM metrics [64]. We also include LPIPS [65],
which more accurately reflects human perception. All image met-
rics have been evaluated inside predicted object mask where the
background is masked out. For mask IoU and all image metrics,
we perform evaluation only on unseen views. In our main paper,
we include two main metrics: CD and PSNR. Additional evaluation
metrics (i.e., mask IoU, SSIM, and LPIPS) are reported as well as
more visualization results and image renderings are provided in
Supplementary Material.
With Single-View Dense Depth Prior. We provide quantita-
tive comparisons of our DiffSVR method (with single-view dense
depth prior) with state-of-the-art methods on DTU dataset. We
measure CD and PSNR metrics and report results in Table 1. The
results show that our method outperforms all of these methods
by a large margin on a single-view scenario. We also conduct
qualitative comparisons with IDR, NeuS, and DVR. As shown in
Fig. 4, our method reconstructs much better quality surface for
front and occluded parts of the object than other methods. IDR
and NeuS fail to reconstruct good quality surface, where details
of the surface are noisy. The main reason is that these methods
cannot infer the 3D or 2.5D depth information only from a single-
view RGB image in a small dataset. This observation also justifies
that it is very important to leverage the depth information or
prior in the single-view reconstruction. With the help of the
depth information, DVR method can reconstruct comparably good
front surface with missing feature details, but fails to reconstruct
occluded parts of the object, where the occluded parts have a
long ‘tail’ due to the lack of appropriate modeling of the depth
information. However, our method can predict a good quality for
the occluded parts due to our analytic implicit model DOF and
occupancy self-labeling technique as shown in Fig. 4. Also, mask
IoU metric that is reported in Supplementary Material shows
that occluded parts are well reconstructed comparing to other
methods.
With Single-View Highly Sparse Depth Prior. We also provide
quantitative (Table 2) and qualitative (Fig. 5) analysis of our
DiffSVR and DVR, which is one of the closest methods to ours
(both of us use depths in the framework). In this subsection,
we evaluate our method and DVR on a more challenging case,
i.e., only with single-view sparse depth prior . Note that it is often
difficult and costly to obtain the dense depth map; therefore,
high-fidelity reconstruction with sparse depth map constitutes
practical solution for real-world applications. Our method signifi-
cantly outperforms DVR on the sparse case under the single-view
setting. This experiment demonstrates that surface optimization
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Fig. 4. Comparisons on surface reconstruction on DTU (dense case). Top row: input view, bottom row: novel view.

Fig. 5. Comparisons on surface reconstruction on DTU (sparse case). Top row: input view, bottom row: novel view. Left column: surface, right column: texture.
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Table 1
Evaluation on DTU dataset with dense depth prior.
Scan COLMAPa DVR IDR NeuS SparseNeuSa Ours

CD PSNR CD PSNR CD PSNR CD PSNR CD PSNR CD PSNR

24 0.9 – – – 8.86 7.21 7.63 12.02 1.29 – 1.86 17.81
37 2.89 – – – 8.63 6.33 8.11 7.97 2.27 – 2.06 11.6
40 1.63 – – – 7.14 5.69 7.98 8.81 1.57 – 1.27 15.62
55 1.08 – – – 9.33 9.5 6.99 10.36 0.88 – 0.91 15.37
63 2.18 – – – 8.26 7.86 6.15 11.8 1.61 – 0.98 18.14
65 1.94 – 2.51 11.25 7.21 9.19 5.42 8.89 1.86 – 1.09 17.72
69 1.61 – – – 6.8 12.36 6.39 14.1 1.06 – 0.9 20.3
83 1.30 – – – 6.43 13.5 8.92 13.82 1.27 – 1.48 22.11
97 2.34 – – – 7.44 8.63 7.25 12.48 1.42 – 1.16 17.12
105 1.28 – – – 7.79 8.18 7.96 12.35 1.07 – 0.87 20.62
106 1.10 – 1.67 19.3 6.54 13.33 6.12 14.02 0.99 – 0.97 22.81
110 1.42 – – – 7.74 14.95 5.91 13.4 0.87 – 1.1 17.28
114 0.76 – – – 7.12 11.32 5.54 13.6 0.54 – 0.6 20.75
118 1.17 – 1.70 20.93 7.78 12.84 6.24 16.18 1.15 – 0.58 22.63
122 1.14 – – – 7.41 11.96 6.43 14.18 1.18 – 1.28 22.3
Mean 1.52 – 1.96 17.16 7.63 10.19 6.87 12.27 1.27 – 1.14 18.81

Note.
aThe results of COLMAP and SparseNeuS are provided from SparseNeuS [24] with three-view image setting.
Table 2
Evaluation of DVR and our method on DTU dataset with sparse depth prior (99%
sparseness).
Scan DVR (sparse) Ours (sparse)

CD PSNR CD PSNR

24 – – 1.94 17.0
37 – – 2.36 11.31
40 – – 1.55 15.72
55 – – 1.04 14.22
63 – – 1.24 17.58
65 5.9 7.25 1.41 16.81
69 – – 1.09 20.25
83 – – 1.49 22.61
97 – – 1.21 17.52
105 – – 1.18 21.02
106 7.46 12.76 1.06 22.68
110 – – 0.96 17.28
114 – – 0.67 20.36
118 6.81 14.88 0.91 23.01
122 – – 1.27 22.6

Mean 6.73 11.63 1.29 18.66

fails in DVR with depth loss when only highly sparse depth
provided (such as 99% sparseness). Our method can utilize highly
sparse depth prior more effectively and is robust to extreme
sparseness level. We can also provide better quality surface and
appearance as shown in Fig. 5. Note that our method on sparse
case also outperforms COLMAP, IDR, NeuS, and DVR and achieves
comparable performance as SparseNeuS (with three views) from
Table 1.

4.3. Robustness to sparse depth prior

The main goal of this experiment is to show the robustness of
ur method to the extremely high-level depth sparsity. Firstly, we
valuate different sparseness levels on scan 106 of DTU dataset
n two main numerical metrics for geometry and appearance:
D and PSNR. As shown in Fig. 6, our method stays robust up
o the depth sparseness of 99% (i.e., with only 1% of the orig-
nal dense depth). Only beyond that threshold, the quality of
he generated mesh starts degrading along with the quality of
enderings. Secondly, we pick 99% sparseness and evaluate our
ethod on all scans from DTU dataset with state-of-the-art DVR
pproach. Since DVR only provides three scans with depth prior,
e evaluate it on such three scans with the same 99% sparseness
7

Table 3
Ablation study on sampling in DOF and differentiable surface rendering.

CD

Single surface point/ray 6.51
0-1-1-0 1.26
1-1-1-0 1.4
0-1-1-1 1.53
1-1-1-1 1.22
1-1-1-1 (uniform) 1.39

1-1-1-1 w/ NR w/o backprop 1.17
1-1-1-1 w/ NR w/ backprop (full model) 1.06

level of ours. The quantitative results are provided in Table 2,
which shows that our method outperforms DVR method by a
large margin with highly sparse depth level. Additional evaluation
on other metrics (e.g., mask IoU, SSIM, LPIPS) are provided in
Supplementary Material.

Additionally, we conduct qualitative comparisons of our
method trained with dense and sparse prior. As shown in Fig. 6,
our method on the highly sparse depth preserves some levels of
details and does not suffer from surface incompleteness. Also,
it is noted that the generated surfaces with sparse depths have
smooth surface without bumps or noises for the places where
depth prior is not provided.

To sum it up, our extensive experiments show that the pro-
posed DiffSVR is robust for utilizing highly sparse depth prior
information. Moreover, we show the importance of using sparse
depth prior for sampling points (much more effective), instead of
using it as a loss (as a supervision) for optimizing implicit occu-
pancy field, e.g., DVR [20], or only using RGB images, e.g., COLMAP
[27], IDR [21], NeuS [23], SparseNeuS [24], which cannot deal well
with single-view input to produce a valid surface reconstruction.

4.4. Ablation study

We provide ablation studies in Table 3 on sampling strategy
for DOF and investigate the importance of the differentiable neu-
ral surface rendering with its backpropogation defined in Method
section. The ablation study is performed on the scan 106 of DTU
dataset with highly sparse depth prior.

Firstly, we evaluate the importance of our sampling strategy
on different regions (Rfro, Rsur , and Rbeh) in DOF by six different
experiments as shown in Table 3. The first experiment represents
the case when we only sample one single point per ray on the
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Fig. 6. The surface reconstruction results with sparse (99% sparseness) vs dense depth prior. Top row: input view, bottom row: novel view. The textured surface
econstruction with sparse depth prior is also provided.
epth-based surface position. This experiment somehow mimics
he DVR’s idea and achieves comparably similar performance as
VR on sparse depth case (as shown in Table 2). The next exper-
ment (i.e., ‘0-1-1-0’) shows the case when we sample only two
oints in the region of Rsur around the provided sparse depth. The
ther two experiments represent the idea of sampling additional
oints either in front Rfro (i.e., ‘1-1-1-0’) or behind Rbeh the sparse
epth with self-labeling (i.e., ‘0-1-1-1’). Finally, we run our model
ith full surface-aware sampling and self-labeling strategy. This
etting outperforms all previous ones. Additionally, we perform
ne more experiment with uniform sampling around surface to
how the importance of random sampling around the sparse-
epth-aware surface in our sampling strategy. We have tested
o sample more points in different regions, but the setting of
1-1-1-1’ is sufficiently effective.

Secondly, we further investigate the importance of our pro-
osed differentiable neural surface rendering to generate better
urface geometry along with texture as shown in Table 2. We
ave done a couple of experiments with our neural renderer. In
he first experiment, we add neural renderer (NR) to our best DOF
odel (i.e., ‘1-1-1-1’), but turn off our proposed backpropogation.

n the second experiment, we turn on the proposed backpropoga-
ion, which is considered as our full model. The experiments in
his paper are run under the last setting in Table 2 unless noted
therwise.
Additionally, we provide accompanying ablation study illus-

ration in Fig. 7. Our full model (i.e., (h)) visually outperforms the
ase with single surface point sampled along the ray (i.e., (a)),
s well as the case with uniform sampling (i.e., (f)). The rest
f the cases has close front view performance because similarly
e sample two points around the surface in the same way.
rom the backside view, our full model (i.e., (h)) generates more
omplete and reasonable results of the occluded part comparing
o experiments in (b), (c), (d), (e), and (g).
8

Table 4
Evaluation of DVR and our method on KITTI dataset.
Method Scan#1 Scan#2

MAE PSNR SSIM LPIPS MAE PSNR SSIM LPIPS

DVR (sparse) 1.483 8.35 0.632 0.382 0.981 8.85 0.658 0.379
Ours (sparse) 1.278 25.53 0.879 0.191 0.638 23.89 0.832 0.226

Ours (dense) 0.953 24.86 0.869 0.203 0.427 24.08 0.832 0.224

4.5. Evaluation on KITTI

We perform qualitative and quantitative comparisons of our
method with DVR (without 3D supervision) on KITTI dataset. We
have randomly selected two frames from two different scans for
our evaluation. In order to measure the reconstruction quality of
the reconstructed surfaces we apply the mean square error (MAE)
between the reconstructed mesh and the raw (dense) LiDAR
points in meters. To evaluate the quality of the image renderings,
we report the standard PSNR, SSIM metrics in [64], and LPIPS [65].

In reality, it is often difficult or costly to obtain the dense
depth map or dense multi-view images, therefore, we evaluate
our superbly fast and lightweight 3D reconstruction method from
single-view RGB image and highly sparse depth with the practical
applications in autonomous driving systems, robotics, etc. Worth
mentioning, using sparse depth sensing significantly reduces the
financial and computational costs, hence increasing the practical
value/usage of our approach in such applications. Therefore, we
provide quantitative (Table 4) and qualitative (Fig. 8) analysis of
our DiffSVR and DVR, which is one of the closest methods to
ours (both of us use depths in the framework). In this subsection,
we evaluate our method and DVR on the same challenging case,
i.e., only with single-view sparse depth prior. We reduce the
full captured depths from raw LiDAR points up to 90%, where
only 10% of depths are available for training in our experiments.
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Fig. 7. Ablation study illustration. Top row: front view, bottom row: backside view. Red circles highlight some major differences between the full model results and
other cases.
This experiment demonstrates that both surface and texture op-
timization fails in DVR with depth loss when only highly sparse
depth sensing provided (up to 90% sparseness). Our method sig-
nificantly outperforms DVR under the single-view setting. It can
utilize highly sparse depth prior more effectively and is robust
to extreme sparseness level. Our method provides better quality
surface and appearance as shown in Fig. 8. Additionally, we quan-
titatively evaluate our method on full captured depths (dense
case), as shown in Table 4. The experiments show that increasing
the depth resolution helps to improve the quality of the recon-
structed surface geometry, as well as improve the texture quality
from novel views as shown in figures in Supplementary Material.

Due to the large scale of outdoor scene with a limited input
mage resolution from the KITTI scans (which is even smaller
han input image resolution from DTU scans, but the 3D scene
omplexity and size in KITTI are much higher than those of
D objects in DTU), it is noted that the qualitative visualization
esults from KITTI scans are not as high-fidelity as the results
rom DTU scans. In the future, we will use more frames to realize
he high-quality 3D reconstruction from KITTI scans.

. Conclusion

In this work, we propose a novel DiffSVR framework with the
ew depth-aware occupancy function and differentiable surface
endering techniques that enhance the implicit geometry and
exture representations for the 3D surface reconstruction from
single-view image. Our framework exhibits robustness to the
9

high sparseness level of depth prior because of its generaliz-
ability and flexibility to available constraints. Through extensive
experiments and comparisons, our method not only numerically
achieves the new state-of-the-art performance, but also qualita-
tively produces surface with better geometric details and more
accurate textures. Due to the fundamental challenge in the single-
view reconstruction, the backside quality of ours does still need
to be improved. In our future work, we will focus on dynamic
object/scene reconstruction and enhancing the quality of the
large-scale scene reconstruction with multi-view inputs, such as
KITTI dataset.
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