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Abstract

Analysis and visualization of human facial expressions and its applications are useful but challenging. This paper presents
a novel approach to analyze the facial expressions from images through learning of a 3D morphable face model and a
quantitative information visualization scheme for exploring this type of visual data. More specifically, a 3D face database
with various facial expressions is employed to build a nonnegative matrix factorization (NMF) part-based morphable 3D face
model. From an input image, a 3D face with expression can be reconstructed iteratively by using the NMF morphable 3D
face model as a priori knowledge, from which basis parameters and a displacement map are extracted as features for facial
emotion analysis and visualization. Based upon the features, two support vector regressions are trained to determine the fuzzy
valence—arousal (VA) values to quantify the emotions. The continuously changing emotion status can be intuitively analyzed
by visualizing the VA values in VA space. Our emotion analysis and visualization system, based on 3D NMF morphable
face model, detect expressions robustly from various head poses, face sizes and lighting conditions and is fully automatic to
compute the VA values from images or a sequence of video with various facial expressions. To evaluate our novel method,
we test our system on publicly available databases and evaluate the emotion analysis and visualization results. We also apply
our method to quantifying emotion changes during motivational interviews. These experiments and applications demonstrate

the effectiveness and accuracy of our method.

Keywords 3D morphable face model - Facial expression analysis - Emotion visualization

1 Introduction

Understanding emotion status has always been an interesting
yet challenging research topic in the past decades [39]. More
recently, with the development of more human-centered
services, such as targeted advertisement, trending analy-
sis and self-emotion tracking, automatic emotion detection
has become increasingly important. Various types of data
sources, e.g., images of facial expressions, speech, elec-
troencephalogram (EEG), electrocardiogram (ECG), can be
utilized to analyze the emotions [25]. However, speech, EEG
and ECG do not always present in daily routine occasions.
Thus, using only images or videos for emotion detection is
the most feasible and reliable way in many cases. Addition-
ally, it has been proven that the most effective and natural
means for classifying emotions are based upon the facial
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expressions [2,19]. Therefore, there is growing interest in
methods of extracting the underlying information of facial
images to analyze emotional states [46]. Information visu-
alization of this type of visual data is also becoming more
important lately.

Many research efforts have been made to explore the
facial information through 2D facial images, including face
recognition [43], age detection [20] and facial expression
recognition [3]. Facial feature extraction from 2D images
has been intensively studied and is proven effective. 2D-
based methods such as active appearance model (AAM) [34],
active shape model (ASM) [2] and constrained local model
(CLM) [16] are successfully applied to face tracking and
face recognition applications. More recently, convolutional
neural network (CNN) became more popular in the field of
computer vision and was actively applied to object detec-
tion and recognition tasks [30]. However, 2D-based methods
suffer from their fundamental challenges: illumination and
orientation variance may result in very different images for
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Fig. 1 Interactive 3D emotion query and visualization in valence—
arousal (VA) space. The images are the input frames from videos with
extracted feature landmarks (as shown in white points). The correspond-
ing 3D faces are reconstructed 3D models

the same individual, which make the classification inaccurate
and unstable.

To solve the problems existing in 2D-based methods,
a potential solution is to extract features from 3D space
directly, including 3D mesh and point set surfaces [23,24].
Directly using 3D scanners, Cohen et al. [13] proposed
a 3D data-based facial expression recognition for human—
computer interactions (HCI). Blanz et al. [7] presented a
3D face recognition approach based on principal compo-
nent analysis (PCA) decompositions of a 3D face database.
Recently, with the development of 3D capturing devices such
as RGBD cameras, acquiring depth information of the face
has become much easier than ever. Newcombe et al. [36]
presented a 3D object reconstruction method which can be
used for face modeling. And Chen et al. [12] showed a facial
performance capturing method using RGBD camera. These
methods heavily rely on the quality of the 3D data, and the
accuracy of analysis also greatly depends on the registration
outcome of the testing face to the reference face. In addition,
3D data acquisition is still inconvenient as compared to 2D
images or videos.

To combine the advantages from both 2D and 3D
approaches, we utilize our 3D face fitting method to construct
a 3D face from an input image, which generates a dense cor-
respondence to a reference 3D face. Using a fitted 3D face
will not only provide a well registered 3D mesh surface, but
also can decompose it into an uniform basis space to obtain
normalized features. The generated 3D face can be repre-
sented by the weighted sum of the basis functions, and the
weight vectors can be used as one of the features to classify
the expressions, which can be further translated to emotional
status. Our system allows the users to analyze emotions
continuously by quantifying and visualizing the detected
emotion in valence—arousal space. Figure 1 illustrates our
interactive 3D emotion query and visualization system.

1.1 Related work

Facial expression is the most direct reflection of emotion
and shares common meanings across different races and cul-

@ Springer

tures. According to Ekman and Friesen’s (1975) study of
human facial expressions, there are so-called universal facial
expressions which represent those common emotions of peo-
ple: happiness, anger, sadness, fear, surprise and disgust. This
study justified the emotion recognition through facial expres-
sions. Ekman and Friensen proposed a facial action coding
system (FACS) to describe facial expressions in a standard
measurement, which is widely used in image-based emotion
classification methods [17].

Extracting 2D features, such as displacement of feature
points and intensity change from images, for emotions esti-
mation is the most popular method. For example, Kwang-Eun
Ko et al. [28] used Active Shape Model (ASM) to extract
facial geometry features to classify emotions. Kobayashi et
al. [29] and Valstar et al. [45] used the 20 feature points on
the face for emotion classification. Liao et al. [33] presented
a method for enhancing the geometry of 3D face meshes
based on these 2D feature points. Some work also used inten-
sities around the feature points to enhance the features for
predicting emotions. For example, Kapoor et al. [27] used
pixel intensity difference to classify the emotions of human
subjects. However, this method is heavily dependent on the
image quality. There are also some hybrid methods that com-
bine the geometry features and the pixel intensity features to
estimate the emotions. Developed from ASM, active appear-
ance model (AAM) [14] fits the facial image with not only
geometric feature points, but also the pixel intensities. Lucey
et al. [34] showed the capability of AAM-based emotion
detection method using Cohn—Kanade dataset. Although 2D
features are easy to extract from the images directly, they
are unstable under the change in illumination or face pose as
shown in Sandbach et al. [38]. Therefore, 3D features like
curvature, volume and displacement are used in many 3D-
based approaches. These 3D features are more stable and
robust than 2D features since they are pose and illumination
invariant in nature. Huang et al. [40] extracted the Bézier vol-
ume change as the features of the emotions, and Fanelli et al.
[18] used the depth information of pixels to classify emotions.

More recently, 3D face modeling from images has made
a significant progress, which provides new ideas for emotion
analysis [4-6]. Lei et al. [32] presented a face shape recov-
ery method using a single reference 3D face model. Prior
knowledge of face is required for these methods to recover
the missing depth information from a 2D image. Learning
through a face database is another effective approach for
tackling this problem. Along this direction, statistical face
models based on principal component analysis (PCA) were
proposed and constructed [6]. Similar face fitting methods,
such as piecewise PCA sub-models [42], were proposed later.
Since these approaches based on 2D images achieved plau-
sible 3D face reconstruction results, Blanz et al. applied the
3D face reconstruction method to facial recognition prob-
lem [7]. However, these methods are still limited to neutral
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expression and produce poor reconstruction results on faces
with expressions.

Therefore, many studies have been devoted to represent
3D faces with arbitrary expressions. Based on a collection
of images or a clip of videos of a person, Suwajanakorn et
al. [41] presented novel 3D face reconstruction technique.
A base shape was learned using a template 3D face for the
subject, which was then used to fit the images of the same
subject with various expressions. They used a shape-from-
shading method to fine-tune the details of the shape. The
high computational cost is the main drawback, which makes
this method not realistic for emotion tracking and analysis.
Another popular approach for generating 3D face with an
expression at high speed and low cost is blendshape [26],
which has been proposed for fast and robust 3D facial per-
formance animation in industry-level applications. Cao et
al. [9] proposed a system to animate an avatar face using a
single camera and blendshape. Their work focused on track-
ing a user’s facial expressions with a 2D camera and then
synthesizing the corresponding expression geometry in an
avatar [8,11]. But reconstructing 3D models from images for
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Fig. 2 Pipeline of our emotion analysis and visualization framework
with learning of 3D morphable face model. Based on a 3D face database,
a 3D part-based morphable face model is built. Using the 3D mor-
phable face model as prior, the 3D face is reconstructed for each input
video frame and the coefficient vectors and the displacement maps are

emotion analysis is rarely studied and its capability in cap-
turing discriminative features is under-explored.

On the other hand, emotion is rarely visualized in an
intuitive way. Visualizing emotion information and status is
another interesting topic in emotion analysis. The most gen-
eral measurement of emotion is in valence—arousal space (VA
space) [37]. Generally, valence value indicates the pleasant-
ness in emotions from negative to positive, while arousal
value evaluates the intensity of the emotions: from calm,
peaceful to alert and exciting. The universal expressions
can be translated into this two-dimensional plotting system,
which is clear and intuitive to users perception.

In this paper, we present a novel robust approach that
measures and visualizes the emotion status continuously in
VA space. We use a 3D facial expression database to build
a 3D part-based morphable face model which can be used
to reconstruct 3D faces from input facial images. Then, we
decompose the reconstructed 3D face to obtain its coefficient
vector as well as displacement map for emotion quan-
tification. Finally, we demonstrate the continuous emotion
change by visualizing the emotion measurement in VA space.

3D Features

W1 W2 Whn
' ' ' Training
— Support Vector Regression
[ 5. [
3D Part-based
Morphable Face Model
— 3D Features — — VA Space Visualization
' Emotion
Recognition
—

obtained as features. The features are used to train a support vector
regression (SVR) in the emotion training phase. Based on the trained
SVR and the 3D morphable model, the emotion VA values are estimated
and visualized in the online emotion analysis phase
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Figure 2 illustrates the entire process, which is fully auto-
mated without users’ interventions.

The contributions of this paper can be summarized as fol-
lows:

— We propose an emotion analysis method based on a novel
part-based 3D morphable model, which is robust to vari-
ations of face poses, illuminations and sizes.

— Our emotion analysis method based on 3D morphable
face model can extract more sensitive and reliable fea-
tures from reconstructed 3D face to classify different
emotions. It presents a fully automated 3D face recon-
struction technique for 3D facial expression decomposi-
tion and feature extraction.

— We provide a robust VA value computation and visual-
ization method to measure the emotion changes continu-
ously in VA space. Our system enables users to monitor
and analyze emotions robustly and intuitively from a sin-
gle camera.

The rest of the paper is organized as follows: in Sect. 2, we
first introduce the 3D face database which is used to create
our NMF part-based 3D face model. Then, we describe the
process to build our part-based 3D morphable face represen-
tation based on nonnegative matrix factorization of a 3D face
database. In Sect. 2.3, we demonstrate how the part-based 3D
face model can be used as a morphable model to reconstruct
a high-quality face with an expression from a single image.
In Sect. 4, we present the training process of expression clas-
sification with support vector regression (SVR, and show the
details of testing new images for emotion analysis using our
method. In Sect. 5, we explain our visualization method for
the continuous emotion measurement. Finally, we demon-
strate our experimental results and an example application in
Sect. 6.

2 Facial expression reconstruction through
morphable 3D face model

In this section, we present our 3D morphable face model for
reconstructing 3D facial expression models which will be
used for feature extraction and emotion analysis.

2.1 NMF part-based 3D face model

In our 3D expression analysis method, a 3D face model is first
constructed from an input image. To accurately fit 3D face
model to an input facial image, a 3D face database with var-
ious expressions is needed to generate a 3D morphable face
model for reconstruction. In this paper, we adopt FaceWare-
house [10] as the 3D face database to build the 3D morphable
face model. FaceWarehouse is a 3D facial dataset containing
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3D facial models of 150 subjects from various ethnic back-
grounds and every subject has 47 FACS blendshapes with
11,000 vertices. The original data is provided in a tensor
form: V = C, x wde X weTxp, where C, is a bilinear face
model, w], is the column vector of identity weights and w/y,
is the expression weights.

As Cao et al. presented in [10], a 3D face model is iter-
atively reconstructed from a 2D input image in two steps:
First, they use a neutral expression image to optimize the
identity weight wde; secondly, they optimize the expres-
sion weight weTXp for the images with any new expressions.
Although the bilinear face model method works well for
their person-specific performance animation, the generated
3D face is constrained to the predefined blendshapes, which
is not preferred in emotion analysis. Also, 3D models in Face-
Warehouse contain the entire heads including ear and neck,
which has redundant information for our expression analysis
purpose. Therefore, we only retain the face part. To repre-
sent a 3D face model, we decompose the dataset using the
part-based nonnegative matrix factorization (NMF) in order
to model subtle shape displacements. This method provides
rich local details for emotion analysis.

Figure 3 shows a subset of 3D faces that we use. We reor-
ganize the database as a matrix S = 3N x M, where N is the
number of vertices in a 3D face and M is the number of face
examples in the database. Using matrix S, we reconstruct a
3D morphable face model as follows:

S=HW, ey

where H is the basis matrix and W is the associated weights.
Each face in the dataset can be restored by its weighted sum of
basis function H. The model is used for reconstruction of any

X I I L
eeasd
QESSS
SESE&ece
SEeecee

Fig.3 Randomly selected 25 sample 3D faces in our database
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Tranlate, Rotate and Scale

(a) (b)

Fig.4 Feature pointdetection and initial alignment. a Detected features
points and the estimated pose according to the input image. b Affine
transformed template face based on the estimated parameters according
to (a). ¢ Aligned template face to the input face

arbitrary face from the input image iteratively, and we will
explain the optimization details for the model in Sect. 2.3.

2.2 Face tracking and alignment

The initial alignment is essential for both the training and
testing stages of emotion recognition since the face pose
parameters must be estimated before the reconstruction pro-
cess to improve the fitting quality and reduce the optimization
iterations. We use the constrained local model (CLM) [16]
to find the 2D landmarks P, (n is the number of points), with
which the initial template pose parameters §2;, translation
(T), rotation (R) and scale (S) are estimated automatically.
Figure 4 illustrates the detected landmarks P, on the input
facial image and the posing direction of the face.

Many studies have shown how to estimate head poses from
single facial images [15,35], and we use a similar method
as in [15] for our work. The relation between the landmark
layout and the head pose is learned using the ground-truth
data scanned via Kinect available in FaceWarehouse. A set
of training data F; = {P,;, §2;}is obtained for each key frame
I;, where P,; is the facial landmarks detected by CLM and £2;
is the affine transformation parameters including translation,
rotation and scale. Since the translation 7" and scale S can
be directly obtained by the face detection algorithm, we only
focus on learning the relation between the landmark layout
and the rotation R. We subdivide the learning into 3 parts
because the rotation can be decomposed into three angles 6,
6y and 6, around x, y and z axis, respectively. Thus, we train
three independent regressions with respect to 6y, 6y and 6,.

The layout of the facial landmarks is represented as

P =P+ Q8, (2)

where P is the average layout of facial landmarks among all
the faces in the training database, Q is the PCA basis matrix,
and B is the coefficient which controls shape variation of the
feature points. The prediction model can be established via
the following regression model:

B =a+bcos(®) + ¢sin(d), 3)

where a, b and c¢ are the parameters to be trained from the
training set F. Equation 3 can be solved by (cos(0), sin(0)”
= R™'(B — a), where R~! is pseudo inverse of (b|c), i.c.,
R™'(b|c) = I>. Hence, we first compute the coefficient vec-
tor B using Eq. 2 from the detected facial landmark layout P;
then, we compute 6 based on the trained predictive model,
i.e., Eq. 3.

To obtain the corresponding vertices V;, on the template
3D face, we detect the 2D pixel landmarks on the rendered
3D face image using CLM. Since we know the projection
correspondence between those landmark pixels and the 3D
vertices, the 2D landmarks can be traced back to 3D face
model. Therefore, the one-to-one correspondence can be
found for the 3D vertex coordinate vector V,, and the 2D
facial landmarks P,. Once we aligned the 3D template face
to the input 2D image as an initialization, we can start to
carry out the reconstruction process.

2.3 3D face reconstruction based on part-based 3D
morphable face model

In this section, we explain our part-based 3D morphable face
model reconstruction method in detail.

Building part-based morphable model Different from the
widely used decomposition method such as PCA and vector
quantization (VQ) on 3D database, we present a method with
nonnegative matrix factorization (NMF) in this paper. PCA
learns the face data globally and decomposes it into ‘eigen-
faces’, whereas NMF decomposes it in localized shapes.
Utilizing this advantage, we construct a 3D morphable face
representation by parts based on NMF to improve the recon-
struction quality of the 3D face. It is possible to represent any
face in the form of a linear combination of the basis parts, and
since the part basis supports better local control, it produces
more accurate and robust fitting result on the target facial
image.

To build a 3D morphable face model from pre-scanned
database, a dense registration across all the scans is essential
and the quality of the dense correspondence will affect the
factorization result significantly [21]. Since FaceWarehouse
is a 3D face database with dense correspondence, we skip this
step in our system. And because we only need the faces for
our expression analysis task, we only use the frontal subset
vertices from the entire head data. Based on m face samples
in the database, we construct a 3n x m matrix S, where n
is the number of vertices in a 3D face. Each column repre-
sents the geometry of one face sample with 3D coordinates
in vector form: s; = {x1, Y1, 21, X2, ¥2, 225 « + - » Xn» Vs [y
€ R¥. Then, the data matrix S is decomposed by nonneg-
ative factorization as S & H W and the basis matrix H and
the weight W are obtained. The decomposition can be rep-
resented as follows:
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.
Sij ~ (HW);; = Z Hix Wy, 4
k=1

where r is the rank of factorized basis. Using the basis matrix
and the weight w,,, we can restore the corresponding 3D data
sample by

sp = Hwy, &)

where w, = (w1, wa, ..., w;)? is the nth column in the
weight matrix W. To generate a new 3D face, we can manip-
ulate the weight vector and compute the linear combination
of the basis face.

We solve the following optimization problem to find a
nonnegative factorization,

(H,W) = argmin ||S— HW|?. (6)
H>0,W=>0

According to the theorem in [31], the Euclidean distance
IS — HW]|| does not increase under the following update
rules:

(HT S);j
Mo = W T W

(SWhix

Hyj < Hijp———
ik ik (HWWT)ik

(N

We initialize H and W with random dense matrices and use
a simple additive update rule for weight W as follows,

Wij < Wij + & [(HT )iy — (HT HW)y1, 8)
where

Wy
S = T HW )

Based on the NMF decomposition of face database, any
new face Syew can be parameterized based on the basis matrix
H andrepresented by a weight vector wyey,, which means that
the contribution of each basis face to the entire 3D face model
can be controlled by varying the weight values. Therefore,
we name s = HWw as a part-based 3D morphable face rep-
resentation which carries the prior knowledge of faces for
nonrigid fitting.

In this work, we use m = 150 scanned face data with
n = 6000 vertices in each sample for training the part-based
3D morphable face model. To meet the NMF requirements
for nonnegative elements in the data matrix, we transform
the data into cylindrical coordinate system to make all the
elements in the matrix positive. As shown by the empirical
result, choosing k£ = 100 in the NMF decomposition process
can generate good approximation of the original database.
Figure 3 shows some samples of our 3D face database used
for training in this paper. Note that, all the faces used in
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training the part-based 3D morphable face model are not
employed for testing the performance of our system.

Iterative 3D face reconstruction We fit the 3D morphable
face model to an input 2D image by iteratively optimizing
the weight vector w based on the decomposed basis matrix
H . Using the previously estimated initial parameters 7', R, S
(see Sect. 2.2), we first align the template 3D face model to
the input 2D image by translation, rotation and scale. To find
the best fitting to the 2D image, we minimize the following
least square energy,

m
w =argmin Y _[|Py — P*(F(RHw + T))|%, (10)
w k=1

where H is the basis of the part-based 3D face representation,
R is a rotation and scaling matrix, 7 is a translation matrix,
m is the number of images used for fitting, F is landmark
extraction operation (in Sect. 2.2), IP is the projection opera-
tion, and k is the index of a perspective view. In general, our
fitting algorithm supports 3D reconstruction from multiple
views, and using more views can improve the reconstruc-
tion quality and also increase the computational cost. For
our video-based emotion estimation task, only one view is
available for each frame, therefore, m = 1.

Based on gradient descent method, we compute the partial
derivative of the energy term in Eq. 10 with respect to the
weight vector w as follows,

oE
vE(W) = o
w
3 k
=2 Z(Pl’ll( - HDk(ﬂ“(RHW_FT))) IP*(F(RHw—+T)) ’
k=t ow
(11)
where
OP(F(RHw +T)) . N

ow

is a constant vector ¢ for each image, which means the update
step is only determined by the distance between projected
feature vertices in the current step and the target landmarks
in the input image. Therefore, in each iteration i, the weight
vector w is updated by

w<—w—vEW). (13)

Algorithm 1 shows the iterative updating process of the
weight vector w. This process takes around 10 iterations to
converge. Figure 5 shows the iterative 3D face reconstruction
results for 3 different frames. Once the 3D face is recon-
structed from the input image along with the weight vector
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Fig.5 Iterative 3D face reconstruction results for 3 significant frames

W, we can use it as a part of the feature vector f for expression
training in Sect. 4.

Algorithm 1 Iterative Reconstruction

1: procedure ITERATIVE 3D FACE RECONSTRUCTION
2. w,T,R,P,F, threshold < initialization

3 Compute the gradient 7 E(w;) using Eq. 11

4 while v E(w;) > threshold do

5: W<« w—VE(W;)

6: Re-compute 7 E (w;) using Eq. 11

7

8

9:

end while
S=Hw
end procedure

3 Feature extraction from 3D NFM face
model

After we reconstruct the 3D face model from the input
monocular image, we are ready to extract the 3D features
fromit. As our reconstructed 3D face model S, is represented
by Hw,,, where the corresponding weight vector w,, carries
the essential information of the shape, it can be used as a part
of the feature vector. Since we use part-based decomposition
method to model the 3D face, the weight vector w,, contains
localized feature coding information. Another advantage of
using the weight vector is that the 3D model decomposition
shares the same basis H; thus, all fitted models are naturally
normalized, which makes the features robust for classifica-
tion. In this paper, we take the first 200 dimensions of the
basis to represent the 3D face, which means the dimension
of weight vector w,, is 200. Along with the weight vector, we
also combine the displacement of vertices to the feature vec-
tor. Note that, as we use the NMF part-based model to keep
reconstructing all the frames, the reconstructed model has
point-to-point correspondence. For each subject, we com-
pute the spatial displacement as §, = V,, — V, where V,,

—  Neutral Face — — Joy Face J— Displacement Map Feature Vector

& joy

) | ) fioy= [ Wioy 8 joy]

Wioy

Fig. 6 Illustration of feature vector construction for a joy face: the
spatial displacement 8joy is computed between the joy face and neutral
face, s0 the feature vector f,, is composed by shape coefficient wjoy
and displacement map §joy

is the reconstructed shape and Vj is the neutral expression
of the same subject which is manually selected as reference.
We down sample §,, to 300 dimensions to reduce the feature
dimension in our experiment. We combine the weight vector
w,, and the displacement vector §, as the final feature vector
S

Figure 6 shows an example for constructing the feature
vector f,, for the joy expression of a subject, which is com-
posed by the weight vector wjoy and the displacement map
djoy- For the visualization purpose, we only show the absolute
distance in the color map for the displacement map. Note that,
in our algorithm, the displacement is a three-dimensional
vector containing x, y, z components and stored in a vector
form. We use the constructed feature vectors of each video
frame to train the support vector regression as described in
the next section.

4 Emotion analysis using SVR

We adopt a standard support vector regression as proposed
by Valstar et al. [44] to establish our 3D NMF morphable
model-based emotion analysis method. Our emotion analysis
method includes a training step for valence value regression
and arousal value regression, and then a runtime quantifica-
tion step for estimating emotion VA values.

Training data preparation Our training algorithm uses the
feature vectors constructed from the generated 3D shapes,
which is reconstructed from the video frames of the public
database. For each video frame I, we obtain a feature vector
fi; = [wi, 8;] along the manually labeled valence—arousal
values V; and A; to form a training tuple (f;, Vi, A;). We
use these training tuples to train two SV Rs for valence and
arousal, respectively, namely SV Ry, SV R4.

To improve the training robustness, we generate some
randomness (+5%) to the 3D face reconstruction process
to obtain more training datasets: (1) Add a random rotation
AR to the initial face alignment. (2) Add a random trans-
lation AT to the initial face alignment. (3) Add a random

@ Springer



H.Jinetal.

scaling A S to the initial face alignment. Since the 3D recon-
struction is sensitive to the initial alignment, by adding these
random noise we can obtain more training datasets. In this
work, we prepare approximately 100 frames for each dataset
by sampling the video at 1fps. Then, we generate one random
variation for each case at each video frame, so we have four
reconstruction results for each frame and approximately 400
3D models for each dataset. We use 10 datasets with 4000
3D models in each one for SVR training. Feature vectors
are extracted from the 3D models using our feature extrac-
tion method, as described in Sect. 3, and the training matrix
Miraining = {1, f2,---» fn}T is constructed.

Emotion quantification The online testing process takes
the video frames as the input to our algorithm. We first
employ the OpenCV implementation of face detection
method with local binary pattern (LBP) [1] to detect the
region of interest (ROI) for the human face. Within the ROI,
the 68 facial landmarks are detected by CLM and the head
pose is estimated using the method presented in Sect. 2.2.
Then, we reconstruct the 3D face using our NMF part-based
morphable 3D face model, from which we extract the feature
vector f = [w, §]. Feeding the feature vector f to SV Ry
and SV R4, we can obtain the estimated VA values. Finally,
the VA values are visualized in the VA space for user analysis.

5 Interactive emotion visualization

Many emotion detection methods quantify emotions by giv-
ing probability scores for the six fundamental expressions.
Recent psychological studies show that quadrants of emotion
wheel [22] is more accurate and intuitive than using the six
fundamental expressions. Figure 7 shows an example of the
emotion wheel, which represents the VA space. All the com-
mon emotions including the fundamental ones can be plotted
in the VA space with certain translation rules [25]. As shown
in Fig. 7, the first quadrant represents the positive emotions,
such as joy and surprise, while the third quadrant represents
the negative emotions like sadness and disgust.

Our visualization is based on the VA space plotting to
reveal the high-level information of the emotion status of
the testing subjects from images or videos. We design two
types of VA space plotting methods: emotion distribution
plotting (EDP) and emotion trajectory plotting (ETP). EDP
emphasizes the emotion distributions for the subject during
the testing session, while ETP emphasizes the individual VA
value. Figure 9 shows the EDP, and Fig. 10 shows the ETP
for 4 testing subjects. The density of each coordinate, dyy,
on the EDP is computed as follows,

2, (ny)

N (14)

dyy =
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Fig.7 Illustration of the VA space

where §2,(pyy) is the number of VA data points within the
distance r from coordinate p,, and N is the total number
of VA data points. In this paper, we sample the VA space
from — 0.5 to 0.5 with a step size of 0.01 and interpolate the
intermediate coordinates. Instead of computing the density
at every coordinate in the VA space, ETP only computes the
density at each data point. We compute the density at data
point p; by

£2-(pi)

= P 15
2 (P (15)

]
where £2,(p;) is the total number of data points within the
vicinity of p; with radius r and £2; (p)max is the largest num-
ber of data points across all such p;’s vicinities with the same
radius. The density is converted to color map for final visu-
alization.

To facilitate interactive visual information visualization
of emotion data, our EDP and ETP visualization platform
supports interactive user query. Details related to a VA value,
including the original video frames /, reconstructed 3D faces
S, weights w and the corresponding displacement maps §,
can be provided to user by clicking the data point in the plot-
ting. Our system also supports data point comparison which
allows users to compare two data points from the plotting by
selecting the source and target points. Our system can also
provide frames, 3D faces, weights and the displacement map
between the two shapes.

6 Experiments

We have conducted extensive experiments using public
datasets to evaluate the accuracy and effectiveness of our
method for emotion analysis and visualization. We also
demonstrate some exemplar applications using our system.
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Our experiments have been performed on a regular PC with
3.0 GHz 8 Core CPU, 8 GB memory and GeForce 980 graph-
ics card. The computation time of our method is mainly spent
on the 3D face reconstruction process. The reconstruction
time is approximately 3 s for each frame. We have imple-
mented SVR for regression training and used the trained
coefficients in our C++ implemented system. It takes about
5 s to generate the EDP and 3 for ETP with 5000 data points.
The query for a data point costs about 3 s since we re-compute
the 3D face model to reduce the memory cost.

6.1 Evaluation of the emotion analysis and
visualization method

The audio/visual emotion challenge database (AVEC) [39]
is a multimodal dataset for continuous emotion detection
using audio and video sequences. In this paper, we have
only used the videos in the latest AVEC 2015 dataset for
the experiments. Each set of data in the database includes
a 5 min 1280 x 720 resolution video with the frame rate
of 24 fps, and the valence and arousal values are manually
annotated for each frame. There are 9 datasets for train-
ing, 9 datasets for test and 9 datasets for development use.
We have used the AVEC 2015 data for training and eval-
uated our emotion recognition algorithm on the test data
as well as on our in-house recorded data. We have ran-
domly selected 10 datasets including 5 training dataset and
5 development dataset for training purpose and tested on 4
subjects.

To evaluate our emotion analysis method, we first compare
it with the expression recognition method using 2D features
only. For a fair comparison, both methods use the same
SVR. Figure 8 shows the comparison of our 3D model-based
method to bilinear face model method and 2D landmark-
based method proposed in [39]. To compare with the ground
truth, we compute the mean square error of the estimated VA
values as follows,

W Our Method
0.4 M Bilinear Model
0.35 2D Features Only

0.3

0.25
0.2

0.15
0.1

0.05
0

subject a

MSE

subject b subject ¢ subject d
Fig. 8 Mean square errors of detected VA values compared with the
ground truth: 1. our 3D feature-based method (NMF), 2. bilinear face

model method and 3. the 2D landmark-based method [39]

= IS V= VP 4 (A — A2
MSE = =3 (Vi = Vi)* + (A — A)?), (16)

i=1

where V;, A; are the estimated VA values and 17,-, Ai are the
ground-truth VA values. Our 3D face model-based method
achieves lower MSE than 2D landmark-based method [39].

6.2 VA space analysis and visualization

Based on the estimated VA values, we use our EDP and ETP
for visualization. Figure 9 shows the EDP for 4 subjects from
the development datasets in AVEC. The colormap shows the
data density in certain location in VA space: red indicates
high density, while blue indicates low density. The upper
row shows the ground-truth VA values plotted in EDP, and
the lower row is the estimated VA values using our method.
As shown in the result, our method can achieve very similar
distribution heatmap to the ground truth. From the EDP, users
can understand the global trending of the subjects’ emotions.
For instance, the emotion data points of subject 1 are mostly
located near the center and the region of ‘calm,” which means
the user is neutral in most of the time during the session. For
subject 4, the data is scattered in the positive region, which
shows the subject is joyful throughout the session.

For the same datasets, we show the EDP in Fig. 10, where
the upper row is the ground-truth trajectory and the lower row
is the emotion trajectory estimated using our method. The
ETP focuses more on the trajectory of emotion changing so
that users can understand the details of the emotion change.
For example, for subject 1, there is a clear emotion path from
neutral to joy, and then back to neutral, whereas for subject 3,
there is an emotion change from neutral to sadness. In order
to understand these details in emotion status change, we uti-
lize the emotion status query system which allows users to
visualize the underlying information on the data points. By
querying the specific data points in the trajectory, the users
may understand when the change happens and the subject’s
condition. For subject 3, we execute two queries for illustra-
tion. We first execute one query to check the status of an upper
right data point as shown in Fig. 11. The query returns the
detected facial feature points, reconstructed 3D face, weight
vector and the displacement map for a joy emotion. Since the
data point is far from the neutral state, the displacement map
shows high intensity around mouth and eyes. We are also
provided with a frame ID, with which we could locate the
video and see what is the actual situation causing this emo-
tion. Query 2 (Fig. 12) illustrates the emotion comparison
of two data points by showing both frames side by side. We
select two data points (in red and orange, respectively) to see
the emotion differences. The red data point shows a near neu-
tral emotion, while the orange data point shows a negative
emotion. The orange frame has a very different head pose
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Video Frames

Ground-truth

Our Method

Subject 1 Subject 2 Subject 3 Subject 4

Fig.9 Emotion distribution plot (EDP) of VA values for 4 subjects. The top row shows the video frames for subjects 1-4 (from left to right). The
middle row shows the EDP of the ground-truth VA values, and the bottom row shows the EDP of the estimated VA values using our method

Ground-truth

Our Method

Subject 1 Subject 2 Subject 3 Subject 4

Fig. 10 Emotion trajectory plot (ETP) of VA values for 4 subjects. The top row shows the ETP of the ground-truth VA values for subjects 1-4
(from left to right), and the bottom row shows the ETP of the estimated VA values using our method
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Fig. 11 Querying and
visualizing a data point in VA
space. The query shows the
original frame with detected
face landmarks, reconstructed
3D shape, weight vector and the
displacement map of the data
point. The displacement map
shows a high intensity for a
smiling face

Fig.12 Selection of two data
points. The red data point shows
a near neutral emotion, and the
orange data point shows a
positive emotion. The
displacement map shows a small
intensity as the two data points
are close to each other despite
the rotation of the head in
orange frame

Fig. 13 A query example on a
large head rotation data point.
Our method provides correct
emotion estimation with the
extreme head rotation

compared to the red frame, which is difficult to compare the
two images directly. Using our 3D morphable face model,
we reconstruct two 3D faces by deforming the template face,
which gives us a dense correspondence among the 3D faces.
Using the dense correspondence of the two 3D face, we can
compute the shape difference between two frames. As the
two frames are very close in VA space, the displacement
map shows small values. Figure 13 shows a query on a large
rotation of the head. Our method can handle different poses

Data Query 1
Frame ID: 2850

Data Query 2

Frame ID: 2100 ."|I||||.

Frame ID: 695

Data Query 3

’7

. Frame ID: 7085

effectively since our method is invariant to the head poses.
Also, based on the query information, it is possible to correct
the misclassified data manually by relabeling or re-extracting
the 3D features to improve the accuracy.

6.3 Application to motivational interview

We have also applied our method to quantifying the effec-
tiveness of motivational interviews. We have used the videos
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L b) L

Fig.14 EDP visualization of a subject’s emotions during a motivational
interview. a Beginning phase; b final phase

(a)

Fig. 15 EDP visualization of another subject’s emotions during a moti-
vational interview. a Beginning phase; b final phase

(a)

(b)

of patients who were interviewed by professional counselors.
The beginning phase of the interview is compared with the
final phase in order to quantitatively measure and visualize
the effectiveness of this interview process. Figure 14 shows
that the emotion of a subject mostly concentrates on calm and
neutral status at the beginning phase (Fig. 14a) while exhibit-
ing joyful status at the final phase (Fig. 14b), which indicates
an effective therapy. The outcome can be quantitatively com-
puted as the average VA value improvement. Figure 15 shows
another case, where the emotion of the subject mostly stays in
calm and neutral at the beginning (Fig. 15a) and is improved
a little bit at the end (Fig. 15b). The outcome is not as good
as the case in Fig. 14. Our method provides a viable tool for
the doctors to quantitatively evaluate the patients’ emotion
status. After evaluating our tool on 20 cases and comparing
the results with the professional scoring records, the software
tool has been adopted by the Department of Psychiatry in the
medical school of our university for quantitative assessment
of emotion status.

7 Conclusion
In this paper, we have presented a 3D morphable face
model-based approach for emotion analysis and information

visualization in VA space. We have built a NMF part-based
morphable 3D face model for reconstructing. Based on the

@ Springer

input image, a 3D face with expression is reconstructed iter-
atively using the morphable 3D face model, from which
basis parameters and a displacement map are extracted as
features for emotion analysis. We have trained two support
vector regressions for the fuzzy valence and arousal val-
ues, respectively, using the composed feature vectors. The
states of the continuous emotions can be effectively visu-
alized by plotting them in the VA space. Our method is
fully automatic to compute the VA values from images or
a sequence of video with various expressions. And our visu-
alization system also provides the expression details such
as the image frames and generated 3D faces interactively
by interacting with the VA plot. The experiment results
have shown that our method has achieved a remarkable
emotion estimation accuracy, and our visualization method
can provide a clear understanding of continuous emotion
data.

We use a standard SVR as our emotion regression model in
this paper, and there is a potential improvement by applying
other regressions such as fuzzy neural network. The current
3D face reconstruction step in our system normally takes
about 3 s, which does not allow our system to process real-
time streaming data on the fly. In our future work, we will
parallel our 3D model reconstruction algorithm so that we
can run our system in real time for emotion monitoring.
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