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a b s t r a c t

Accurate and efficient semantic annotation is an important but difficult step in large-scale video inter-
pretation. This paper presents a novel framework based on 2D–3D multi-feature fusion and aggregated
boosting decision forest (ABDF) for semantic annotation of video street views. We first integrate the 3D
and 2D features to define the appearance model for characterizing the different types of superpixels and
the similarities between two adjacent superpixel blocks. We then propose the ABDF algorithm to build
the week classifier by using a modified integrated splitting strategy for decision trees. And a Markov
random field is then adopted to perform global superpixel block optimization to correct the minor errors
and make the boundary for semantic annotation smoother. Finally, a boosting strategy is used to ag-
gregate the different week decision trees into one final strong classification decision tree. The superpixel
block instead of the pixel is used as the basic processing unit, thus only a small amount of features are
required to build an accurate and efficient model. The experimental results demonstrate the advantages
of the proposed method in terms of classification accuracy and computation efficiency over those of
existing semantic segmentation methods. The proposed framework can be used in real-time video
processing applications.

& 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Image semantic annotation [1] is a challenging problem in
applications such as semantic image retrieval, information visua-
lization and web resource reasoning. In the domain of computer
vision, unambiguous semantic knowledge representation for
images is essential to eliminate the semantic gap. For image and
video retrieval based on the semantic annotation, correct and
reasonable semantic annotation is an important step of the entire
process, and its accuracy directly affects the ultimate retrieval
results. The image information is associated with the semantics by
using semantic annotation, thus the video image retrieval can be
achieved by retrieving semantics. The semantic annotation of a
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video image is generally based on the low-level features of the
image and the image semantics is acquired through knowledge
reasoning. For big video data, exploring automatic and real-time
semantic annotation methods becomes an important but difficult
task. For the real-time automatic semantic annotation, the se-
mantics are acquired with less manual interference and the ef-
fective management on massive video images is also needed.
Therefore, using the images with annotations as the input, the
inference system could determine the candidate semantic anno-
tations by calculation or reasoning according to the basic features
of the image, such as color, texture and shape. This is also known
as semantic annotation or semantic segmentation [2,3] in com-
puter vision.

Current automatic annotation methods can be roughly divided
into two categories: learning-based methods and search-based
methods. The learning-based automatic image annotation meth-
ods usually build a statistical model for the joint distribution of the
components based on the image annotations and its visual fea-
tures, which can be further divided into supervised-learning-
based and unsupervised-learning-based methods [4]. For
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supervised semantic annotation methods, the computer system
could improve the performance of the classifier by using the ca-
tegory information of samples, and, after training, it can recognize
a certain category of images and distinguish the different objects
in the image to annotate new video images more reasonably,
which reduces the workload and improves the classification ac-
curacy. For unsupervised methods, semantic annotation is per-
formed by only using unlabeled samples, namely, without any
priori knowledge of the objects to be annotated. Generally, the
accuracy of unsupervised methods is inferior to supervised
learning methods.

In this paper, a supervised-learning-based method of semantic
annotation is adopted. A semantic segmentation framework based on
2D–3D multi-feature fusion and aggregated boosting decision forest
(ABDF) is proposed to automatically annotate video street views. The
2D visual features and 3D geometric features of image sequences are
extracted and combined with the information of the depth map to
form a hybrid multi-type feature vector, which can effectively avoid
the semantic ambiguity. We choose Random Forest (RF) [5–7] as the
basic classifier in view of its wide applications and good performance
of in semantic segmentation [8], object recognition [9] and data
packets [10]. The ABDF uses a modified splitting strategy to improve
the classification accuracy of RF. It constructs Markov random field
for each decision tree and then performs global superpixel block
optimization to make the boundary of semantic annotation
smoother. Finally, a boosting strategy is used to aggregate the dif-
ferent week classifiers into one final strong classification model to
improve the overall performance.
2. Related work

In recent years, a lot of effort have been spent on supervised-
learning-based [11] annotation methods. Chang et al. [12] pro-
posed a content-based soft annotation method (CBSA), which
trains the Bayes classifier with a manually annotated image set.
Multiple classifiers categorize the images and set reliability coef-
ficients to various tags regarding each image, and each coefficient
represents the possibility of the specified tag. Reliability coeffi-
cients are determined by the classification results, and then,
through comparing the reliability coefficient of each tag, a final
decision is made to assign a certain tag to annotate the image.
Zhang et al. [13] proposed an annotation method using group
sparsity, which mainly selects the low-level features of the train-
ing set through sparsity and clustering under prior knowledge. The
classification of positive and negative training sets is obtained
through iteration, and the annotation for similar images is trans-
mitted to realize semantic annotation on the test set. Carneiro
et al. [14] proposed a supervised multiclass labeling method (SML),
which calculates the similarity between the image and the cate-
gory as the reference of new annotations and clusters the image's
Gauss mixture model into a concept class. The main advantage of
the method is that annotation will automatically generate the
sorting information and its lexicon is scalable, and the short-
coming is that the computation consumes too much time. Socher
et al. [15] put forward a semi-supervised method, which segments
the image, extracts the low-level visual features such as color and
texture, generates the visual vocabulary tree using the K-means
clustering method and associates the text label with the image to
generate the lexicon by a small amount of annotated images. This
method maps the text and visual vocabulary to low-dimensional
spatial features through the typical Kernel Canonical Correlation
Analysis (KCCA) method. For semi-supervised learning, only a
small amount of annotated samples is required, but image seg-
mentation increases the time complexity of the algorithm and
results in slower processing speed.
According to the ways of image feature extraction, semantic
annotation can be roughly divided into two types: supervised
learning methods based on the 2D features [16] and supervised
learning methods based on 3D geometric features [17]. Conven-
tional 2D features refer to the color, texture, shape and so on.
However, the impacts due to the time, weather and illumination
conditions would be a great disturbance to the prediction accuracy
of supervised learning. Therefore, to reduce the influence of these
factors, object motion and structure feature should be considered,
which is particularly important in the processing of video se-
quences. 3D geometric features refer to the features of the in-
formation regarding the objects' spatial position, such as the
cameras' relative height to the 3D point, the smallest distance
between the 3D point and the camera trajectory, the angle be-
tween a 3D vector and 2D plane, etc.

Liu et al. [18] used a non-parametric method to process scene
analysis and 2D feature information of the image selected. Joseph
andSvetlana. [19] presented a non-parametric Super-Parsing se-
mantic segmentation method (SP-SS) based on lazy learning. This
method used scene-level matching, superpixel-level matching and
Markov Random Field (MRF) optimization, which outperformed
the state-of-the-art non-parametric method based on SIFT. Heesoo
and Kyoung [20] proposed a non-parameter approach for semantic
segmentation using high-order semantic relations transfer meth-
od (SRT-SS). The high-order semantic relations were transferred
from annotated images to unlabeled images. Browtow et al. [21]
proposed an ego-motion-based 3D point cloud to predict the video
sequence annotation, which requires no descriptors and can exe-
cute sound semantic annotation for sparse and noisy point clouds.
Zhang et al. [17] proposed using a dense depth map to identify and
annotate objects, which extracts 3D geometric features for training
and constructs a MRF to optimize the control. Xiao and Quan [22]
proposed a simple but powerful multiple-view semantic seg-
mentation framework, which takes the 2D features and 3D fea-
tures into consideration simultaneously and is applicable for large-
scale scene semantic annotation. In this paper, both the 2D fea-
tures and 3D features are used, and the Markov Random Field
(MRF) is adopted to perform global superpixel block optimization
to improve the semantic segmentation results.

From the learning mechanisms of classifiers, semantic anno-
tation can be roughly divided into two categories: traditional
classifiers and new classifiers based on a deep learning approach.
The traditional classifier includes the Bayes classifier, decision tree
classifier (DF), support vector machine (SVM) classifier, neural
network classifier and so on. The deep learning-based classifiers
do not need to select features manually and automatically extract
the features that can be comprehended for later learning and re-
cognition while replacing the color histogram, texture features,
SIFT features, HOG, etc.

Automatic semantic annotation is essentially a problem of
classification. RF has been widely used in solving non-parametric
and highly non-linear structured problems and has achieved good
results in classification and logistic regression problems. Schulter
et al. [23] proposed a boosting RF classifier, which converts the
training of RF into the process of minimizing a global energy
function. The training process obtains the minimized energy
function through adaptively adjusting the sample
weights. Schwing et al. [24] proposed a confidence interval-based
statistical mechanism and a binomial conjugate relationships-
based adaptive RF method. In this paper, according to the features
of street view segmentation, RF is adopted as the most funda-
mental component of a classifier.

In the last two years, deep learning (DL) has led to a break-
through in many visual applications. Brust et al. [25] presented
convolutional patch networks for semantic segmentation and road
detection and achieved state-of-the-art result. Ross et al. [26]
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proposed a simple and scalable algorithm by combining region
proposals with convolutional neural networks (CNN) for accurate
object detection and semantic segmentation. Saurabh et al. [27]
proposed deep classification nets for semantic segmentation based
on depth CNN features and RGB CNN features. Noh et al. [28]
proposed a semantic segmentation algorithm by learning a de-
convolution network. Long et al. [29] built a fully convolutional
network (FCN) to be trained end-to-end and pixels-to-pixels. The
proposed FCN outperformed the state-of-the-art methods in se-
mantic segmentation. These DL-based approaches have three
disadvantages. First, they cost more than several hours or several
days to train or fine-tune a network and spend much more online
time than the traditional methods. Second, the massive number of
training samples is required to construct a robust model in these
methods. Third, the high-end graphics cards are needed, such as
GTX Titan X GPU, which put high demanding requirements on
hardware. To show the effectiveness of the proposed method, we
compared it with several state-of-the-art DL-based methods.

Unsupervised learning-based automatic annotation is also
widely studied. Lu et al. [30] proposed a context-based multi-label
annotation, which mainly uses the context to transfer keywords
and also simultaneously transmits several keywords to the test
image. The effect is good, but it is time-consuming. Jamieson et al.
[31] proposed a method for learning the appearance of target
models based on the visual mode and language tips, which com-
bines the typical appearance of target models with the corre-
sponding names into a name mark and annotates the similar ob-
jects of the test images.

For searching-based automatic annotation methods, the main
idea is to mine the related semantic description of similar images.
This type of method requires no training sample set and is not
restricted by the predefined vocabulary, so the process is simple
and generally contains only two steps, namely searching and
mining. Research studies of this category of methods are relatively
few in number and implementations are less used in applications.
Wang et al. [32] proposed a model-free-based image annotation
method, which mines the search results with visual and semantic
similarity to realize the ultimate image semantic annotation. It has
good robustness to exception handling. In this paper, the main
contribution is two-fold. First, the 2D and 3D features are ex-
tracted based on superpixels and aggregated to a representative
feature vector with a high discriminative power and the feature
aggregation can improve the robustness of the appearance model
and outperform each individual one. Second, we propose a novel
aggregated boosting decision forest to build the classifier, we call it
ABDF algorithm, in which an aggregated splitting strategy is used
and the breadth-first strategy is adopted instead of the depth-first
strategy. To obtain more accurate segmentation results, Graph-
Cuts are then adopted to tune and correct some minor errors. The
proposed methodology achieves better performance in segmen-
tation accuracy, robustness and comparable computation effi-
ciency than existing state-of-the-art semantic annotation
methods.
3. Architecture of the proposed method

The architecture of the proposed method is illustrated in Fig. 1.
The main steps are summarized as follows:

Step 1: Segment the superpixels. SLIC is used to segment the
superpixels of the training video sequence.

Step 2: The camera motion and 3D scene structure are re-
covered by using the automatic tracking system and then the
depth maps are recovered based on a bundle optimization fra-
mework [33]. The 2D and 3D features of the superpixels are then
extracted. Although the segmented superpixels have different
sizes, their features have the same dimension. The 2D and 3D
Features are normalized and fused based on a continuous feature
fusion strategy.

Step 3: Semantic annotation. The superpixels are classified ac-
cording to ABDF modeling, which is described in Algorithm 1. We
train 100 week classifiers in parallel in our model.

Algorithm 1. ABDF algorithm.

Input: Training dataset { }= ( )F X Y,i i1 , the feature set Xi, the class

label Yi, ∈ { … }Y J1, ,i , = …i N1, 2, , t , the maximum tree depth
Nm, the number of trees Nr

Input: Feature set Xk of the testing dataset F2, = …k N1, 2, , k

Output: Class label set Yk of F2
1: Initialize the root nodes and the weight =w N1/i t

1 ;
2: for i¼1 to Nm do
3: Check stopping criteria for all nodes in depth i
4: for all j¼1 to Nr do in parallel
5: Route the sample sets S1 and S2 to the left and right
child nodes according to Eq. (8).

6: Compute the local score ( )A S1 and ( )A S2 according
to Eq. (10).

7: Compute the probability distribution ( | )p j F1 accord-
ing to Eq. (14);

8: Compute η ( )F1 1 , η ( )F2 1 , η ( )F3 1 according to Eqs. (11),
(12), (13).

9: Determine the best splitting function according to

Eq. (9) and learn a week classifier φ ( )X D;i
i .

10: end for
11: Update the model Γ according to Eq. (16).

12: Update the weight +wi
i 1 according to Eq. (15).

13: end for

14: = ( *| )*∈{ … }Y p Y Xargmaxk Y J N k k1, ,
1

k r
, ( *| )p Y Xk k is the class prob-

ability distribution returned by Γ.
15: Set m¼2, update Yk according to Eq. (17).

4. Appearance feature model construction based on 2D–3D
multi-feature fusion

Features are used to describe the most important attributes of
the image. For image segmentation and recognition, using only 2D
or 3D features to annotate target objects would result in semantic
ambiguity. Considering that street view images usually contain
complex objects, objects may partially occluded by each other. To
address this problem, we construct the appearance model based
on the combination of 2D and 3D features and depth information.
The proposed appearance model is built based on superpixels [34].
For each superpixel, clues about object motion, color and texture
features are used to extract the 3D and 2D features. Suppose the
appearance model is presented as

( )= ( )A T L, , 1

where T denotes the 3D feature vector, and L denotes the 2D
feature vector, A denotes the feature vector after the concatena-
tion of these two sub-vectors.

To extract 3D features, we use our automatic tracking system to
recover camera motion as well as 3D scene structure from videos
or image sequences [33]. For a given video sequence, we first use
the SFM method to recover the camera parameters. Then, the
disparity map for each frame is initialized independently. After
initialization, bundle optimization is performed to refine the



Fig. 1. The flow chart of our method.
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disparity maps.

4.1. Extraction of superpixels

After recovering dense maps, we extract the features based on
superpixels. Superpixel techniques are one of oversegmentation
methods. The major advantage of segmentation using superpixel is
computational efficiency. A superpixel is usually defined as a
perceptually uniform region in the image and a superpixel re-
presentation greatly reduce the dimension of image features
compared to pixel representation. We adopt the linear iterative
clustering (SLIC) [35,36] image superpixel segmentation method.
The SLIC method is performed by using CIELAB color space and the
2D position information. It uses a new distance measure and
controls the number of superpixels through parameter adjust-
ment. By experiments, we found that SLIC achieves good perfor-
mance in terms of computational complexity and the control over
the size and number of superpixels. In this paper, the experimental
images have resolutions of 960�540 and 690�720, and the
number of superpixels is set to 1000 and 1500.

4.2. Extraction of 3D features

For the superpixel p, we extract five motion and structure
features to form a 3D feature vector { }=T T T T T T, , , ,h

p
d
p

n
p

r
p

g
pp ,

where Th
p is the features of relative height to the camera, Tdp is the

nearest distance of the camera, Tnp is the surface normal vector, Trp

is the reprojection error and Tg
p is the relative height to the

ground. Tp is robust to the changes of appearance, efficient to
compute, intuitive, and general but object-category covariant.

4.2.1. The relative height to the camera
For the image sequence of a motion scene, the relative height of

the camera to the road remains constant in the real world. And it is
the only rather fixed relationship between the 3D coordinate
frames of the camera and the world, thus can be selected as a good
feature for classification. Because the height parameter is suscep-
tible to the road conditions in the plane coordinate system, 3D
coordinate positioning is used. Suppose the direction of the y-axis
is upward, then the relative height of a pixel m to the camera is
defined as

= − ( )t y y , 2m
h

m c

where yc and ym are the y-axis coordinates of the camera and the
point m in 3D coordinate system. Therefore, the relative height of
the superpixel p to the camera c is defined as

∑=
( )=

T
K

t
1

,
3

h
p

m

K

m
h

1

where K is the number of pixels in a superpixel block and Th
p is the

mean height of all pixels in p to the camera c.

4.2.2. The nearest distance of the camera
The distance to camera path can be used to separate objects

which are horizontally distanced from the camera [17]. To com-
pute the relative distance between one target and the camera in
the real world, the camera center can be used. Let ∼p denotes the
mean coordinate of the superpixel p in 3D coordinate system, c(t)
is the 3D coordinate of the camera center of the tth video frame.
We define the nearest distance between the superpixel p and the
camera c as the minimum value of the distance between ∼p and c
(t), which provides a more accurate calculation of the distance. It is
defined as
( )= ∥ − ∥ ( )
∼T p c tmin .

4d
p

t

4.2.3. Surface normal vector
The surface normal vector Tnp of the superpixel p is computed

by fitting a least square plane sp to the set of 3D points in p. Then
the vector normal Tnp of sp is calculated by a symmetric 3�3
positive semidefinite matrix ∑ ( − ) ⊗ ( − )τ∈ c m c mc p pp

, where τp
denote all tracks that have projections in p,mp denote the medians
of three components of all 3D points in τp [22]. The eigenvectors,
v1, v2 and v3, correspond to the eigenvalues, λ λ λ≥ ≥1 2 3, respec-
tively. Tnp is chosen to be v3 or −v3. The sign is decided by having a
greater than 180° angle between the camera orientation and Tn

p.

4.2.4. Reprojection error
In general, if an object moves fast, e.g., a moving vehicle or

person, it will produce a sparser feature trajectory when compared
with static objects. For each tracked point ( )u v,i i , its corresponding
3D position Pi is calculated, and then the 3D point is reprojected
back to 2D space. The reprojection error ( )e P is calculated to test
the accuracy of the proposed hypothesis. To prevent apparent
corners and tracking errors on remote objects from dominating
the residuals caused by real moving objects [21], a logarithmic
scaling is used. The feature Tr

p can be defined as

= ( + ( )) ( )T e Plog 1 . 5r
p

4.2.5. The relative height to the ground
Height information of an object is usually considered as fixed

because its relative height is invariant, and this can be used as a
feature for classification. Here, the sum of the heights of all pixels
in the superpixel p to the ground plane is defined as the feature
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∑=
( )=

T t ,
6

g
p

m

K

g
m

1

where tg
m represents the distance between the pixel m and the

ground and K is the size of superpixel blocks.

4.3. Extraction of 2D features

The 2D feature vector { }=L L L,H
p

T
p includes the color histogram

features LH
p and Filter–Banks texture features LT

p.

4.3.1. Color histogram
Color histogram is an effective and common global feature due

to being robust to the changes in views and poses. The superpixel
color histogram is also one of important features for classification
based on superpixel [37]. Color histogram can be constructed from
various color space such as RGB, HSV, and LAB. Because HSV space
is closer to the human subjective understanding of color, the color
histogram in the HSV space is extracted in our work, which is
denoted as Hp. The dimension of Hp is 64. In addition, considering
that many superpixels have nearly uniform colors, thus the mean
of the RGB color space over the superpixel [22] is also used, which
is denoted as Rp. Therefore, the color feature LH

p is defined as

= { } ( )L H R, . 7H
p

p p

4.3.2. Texture
The texture feature is also one of the important features for

image segmentation and recognition. Because physical surfaces
have different features, the difference of the brightness and color
of the image is extracted as texture features LT

p. In this paper, the
hybrid filter group is composed by three Gaussian filters, four
Laplacian of Gaussian (LoG) filters and four first-order Gaussian
filters. The kernel widths of three Gaussian filters are set to 1,
2 and 4 respectively, which are used for every channel of the
CIELab with nine outputs. The kernel width of four Laplacian of
Gaussian filters is set to 1, 2, 4 and 8, respectively. They are used
only for the L channel to produce four filter outputs. Four first-
order Gaussian are derived separately in the X direction and the Y
direction with two and four different scales, and the Gaussian
derivatives also affect only the L channel and generate four out-
puts. Thus, the mean value of all pixels in the superpixel block p is
taken as the LT

p.
5. Semantic annotation based on ABDF

To build an accurate semantic segmentation model, a strategy
similar to Boosting [38,39] is adopted to convert the RF training
process into a problem of minimizing the global energy function.
The core idea is to transform the combination of several weak
classifiers into a strong one, and the most likely category is se-
lected as the predicted label through balloting. In general, for gi-
ven labeled training samples { } =x y,i i i

N
1, where ∈ xi

M and ∈ yi
K ,

M and K are the dimensions of the input and output variables. RF
typically describes a non-linear mapping → : M K . During
training of a RF, we train the decision trees with a random subset
of the training data and the decision trees (DTs) are independently
trained from each other. The mapping  is learned by an en-
semble of DTs. During testing, for a given x, each decision tree (DT)
returns a category probability distribution ( | )p y x . The training of a
DT is to recursively split the given training data into two partitions,
the tree is grown until some stopping criterion is reached. Here,
we use the maximum tree depth as the stopping criterion.

Suppose the maximum layer of the training tree is Nm. Tangent
(tan) is chosen for the loss function, and ε is the current layer of
the training tree ε( = … )N1, 2, , m . The splitting function is defined
as follows:

ϕ( ) =
( ) <

( )

⎧⎨⎩X D
x D D

;
0 if

1 otherwise 8
1 2

where D defines the splitting parameters, { }∈ …D M1, 2, ,1 is the
feature dimension and ∈ D2 is the threshold, ( )x D1 denotes the
D1-th dimension in x.

Each node in a tree randomly samples a set of splitting func-
tions ϕ( )X D; i , each routing the data into two disjoint subsets. All
nodes will choose the optimal splitting function ϕ( *)X D; according
to a optimization function ν, which is defined as follows:

ν =
+

( ) +
+

( )
( )

N
N N

A S
N

N N
A S

9
1

1 2
1

1

1 2
2

where S1 and S2 are sample sets routing to the left and right child
nodes, the allocation to the left or right child node is decided by
ϕ( )X D; i . N1 is the size of sample S1 and N2 is the size of sample S2.
A(S) is the local score of a set S of data samples (S1 or S2). The score
can be distinct metrics, such as information entropy, the Gini in-
dex, and a loss function or classification error rate. Some of metrics
are complementary to each other. The splitting strategy of the RF
function can greatly influence the performance of classifier. To
exploit useful information as much as possible, we propose a novel
aggregated splitting strategy. Suppose { }∥ ≤ ≤F i N1i f are a set of

Nf different splitting functions, we aggregate these functions to
improve the efficiency and accuracy of the classifier, then the ag-
gregated metric of the cost function A(F) can be defined as:

∑
ρ

η( ) = ( ( ) ( ) … ( )) ∝ ( )
( )=

A F P A F A F A F F, , ,
1

,
10

N
i

N

i1 2
1

f

f

where Ai(F) represents the value of the ith cost function, ρ is a
constant, Nf is the number of aggregation models and η ( )Fi denotes
a local score metric. In our method, we aggregate the information
entropy function, the Gini index and special loss function to con-
struct the cost function A(F). The information entropy is defined as

∑η ( ) = − ( | )
( )=

⎡
⎣
⎢
⎢

⎤
⎦
⎥
⎥F p j F ,

11j

J

1
1

where J is the number of categories, ( | )p j F is the probability be-
longing to category j, estimated from the set F. The Gini index is
defined as

∑η ( ) = ( | )·( − ( | ))
( )=

⎡
⎣
⎢
⎢

⎤
⎦
⎥
⎥F p j F p j F1 ,

12j

J

2
1

and the special loss function can be presented as

η ( ) = ( ( | )) ( )F p j Ftan , 133

To make the splitting function consider the sample weights, the
cost function Eq. (10) is modified to a weighted metric by changing
the estimation of the category distributions ( | )p j F , namely
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where χi is the value returned by the predictive function. If the
label yi of a sample ∈X Fi equals j, then χi is set to 1; otherwise, it
is set to 0. The weighting formula is defined as follows:
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where Xi is the training sample, ε is the number of iterations, ξ(·) is
a differentiable loss function, and εwi is the updated weight of
sample i for the ε th iteration
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where φ ( )X D;i
i is the classifier of the i th iteration, D̄ denotes the

parameters of the trained weak classifier, Γi represents the train-
ing parameters of the current i th iteration layer and βi is the
shrinkage factor. The process of splitting the node in stage ε and
updating the weight ε+wi

1 for the next iteration is repeated until
the maximum layer is reached.

Next, we further optimize the semantic annotation results
based on a Markov conditional random field (CRF) model.

As a mathematical model of semantic segmentation, the CRF
[40] is a hot research topic recently, and many algorithms have
been studied. Boykov et al. [41] proposed the construction of a
Markov CRF with data and a smooth term, mainly for image seg-
mentation. A diagram =G V E, is constructed for each corre-
sponding image, where each node =v Vi in the diagram represents
one superpixel and each edge ⊂e Eij corresponds to the similarity
between adjacent superpixel blocks. The energy function E(f) is
composed of two parts, the data item Edata(f), and the smooth term
Esmooth(f), and thus the problem of semantic annotation can be
equivalently transformed into the problem of vertex label
assignment.

The energy function can be defined as

( ) = ( ) + ( ) ( )E f E f E f 17data smooth

where ( ) = − ( | )E f P p T T T T T L Llog , , , , , ,data i i n
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r r
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i j
2 , the smooth term of the energy

function is determined by every superpixel ri and its neighboring
superpixel rj, ∥ − ∥r ri j is the mean difference of the RGB color of
two adjacent two superpixels, and m is set to 2 in the experiment.

The ABDF algorithm is outlined in Algorithm 1.
6. Experiment

In this section, we adopt the challenging CamVid database [42]
to evaluate the performance of the proposed algorithm. This da-
taset consists of four longer clips of driving sequences, with a total
duration of approximately 10 min. The video are captured by the
camera mounted on a fast-moving platform. The image resolution
is 960�720 and camera intrinsic and extrinsic parameters are also
provided. The database contains residential, suburban and street
views. Annotations are sparsely provided at 1 Hz for 32 semantic
classes. Labeled colors for each object class are shown in Fig. 2. In
our experiments, we train and test on 13 classes shown in Fig. 2,
while most of the previous work [17,21] only processed 11 cate-
gories as common practice when evaluating on CamVid database.
In our framework, we consider cars, lane, pedestrian, column-pole,
trafficlight, bicyclist, building, tree, sky, road, fence, wall, and
sidewalk as the object classes and others as the background.
Quantitative comparisons with state-of-the-art approaches are
provided.

To further validate the reliability, robustness and efficiency of
the proposed method, we also use four video sequences of our
own. Each sequence consists of two videos: the school video and
the street video. For each sequence, one video is used for training
and the other is used for testing. The image resolution is
960�540. The school video contains eight categories: the sky,
buildings, cars, roads, pedestrians, bicycles, flowerbeds and trees.

All algorithm results are achieved by Visual Studio 2010 and
OpenCV using an Intel(R) core(TM) i5-3470 processor with
3.2 GHz frequency and 4 GB memory.

To evaluate the performance of the algorithms, we use pixel-
wise percentage accuracy rate (PW-AR) as the evaluation metric.
Let nij denote the number of pixels of class i predicted to belong to
class j, = ∑m ni j ii denote the total number of pixels of class i. The
PW-AR is defined as ∑ ∑n m/i ii i i.

6.1. Evaluate the performance with our own dataset

To validate the performance of the overall framework, our own
datasets are also used. Four video sequences were taken by high-
definition camera. According to the video content, they are divided
into two sequences, the school sequence (SchoolVideo01, School-
Video02) and the street sequence (StreetVideo01, StreetVideo02).
The SchoolVideo01 video sequence is used for training, and
SchoolVideo02 is used for testing. For street view, StreetVideo01 is
used for training, and StreetVideo02 is used for testing. The
playback speed for the video sequences is 25 frames per second.

Fig. 3 shows the comparison results of our method with some
existing methods. The superpixel segmentation result and the
depth map are also given. We conduct two experiments on this
sequence. In the first experiment, we use only StreetVideo01 to
validate the efficiency of the proposed method. Under identical
conditions (same feature dimensions and same dataset), we
compare the proposed ABDF method with the RF Boosting algo-
rithm [43] and the CN algorithm [25]. We use 10 frames of
StreetVideo01 to build the ABDF model and the RF Boosting based
model, and the remaining frames are used as the test set. Because
the CN method cannot build an effective model using only a small
amount of samples, we use 50 samples to build its model. The
experiment shows that our method obtains more accurate and
smoother edge details and achieves much higher PW-AR.

In the second experiment, both StreetVideo01 and StreetVi-
deo02 are used to validate the proposed method. We use 10 frame
and 50 frames of StreetVideo01 to build the ABDF model and the
CN model respectively, and StreetVideo02 is used as the test set. In
StreetVideo01 and StreetVideo02, the image resolution is
960�540. Fig. 4 illustrates the predicted results of the StreetVi-
deo02 sequences.

Fig. 5 gives two frames of SchoolVideo01. We use 10 frames and
50 frames of SchoolVideo01 to build ABDF model and CN model
respectively. The image has a resolution of 960�540, and 87 di-
mensions of features are extracted from each superpixel, including
82 dimensions of 2D features (65-dimensional color histogram
and 17-dimensional texture feature) and five types of 3D features,
including the sky, buildings, cars, roads, flowerbeds, pedestrians,
bicycles, and trees. For each category, a different color is used for
annotation. The SchoolVideo02 is used as the test set. This se-
quence includes a total of 150 frames. The comparison of the an-
notated results using CN method and the proposed method is
shown in Fig. 8. From these experiments, it can be seen that the
ABDF model obtains more accurate results, especially in the an-
notation of some complex objects, such as trees (Fig. 6) .

To show the efficiency of the proposed method, we compare
our method with the CN method [25] and the CN method combing
with spatial prior (CNþspatial prior) [25] under different settings,
which are DL-based methods. As shown in Table 2, the average
runtimes (ATs) of CN method and CNþspatial prior are 31 s and
41 s, respectively. The proposed method consumes only 2 s. To
explore the influence of the number of training samples on the



Fig. 2. List of class labels and corresponding colors. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
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segmentation results, we use 10, 20, 50, 100 samples of StreetVi-
deo01 to build the models respectively, and use StreetVideo02 for
validation. The result is presented in Table 2. From experiments,
we found that, to build an effective model, the CN method requires
at least 50 samples. However, our method can build an accurate
model by using only few samples. It can be seen that the PW-AR
increases with the augmentation of samples for all three methods.
Moreover, our method achieves much higher PW-AR than other
two methods. When only 10 samples are used to build the model,
we obtain PW-AR of 84.20%. When the number of samples in-
creases to 50, the PW-AR increases to 88.21%, while CN method
achieves a PW-AR of 71.12%.

Finally, we illustrate the comparison results of PW-AR on dif-
ferent datasets in Table 3. The proposed ABDF method achieves
PW-ARs of 85.79%, 84.20%, 80.90% on the three video datasets,
respectively. However, CN method achieves PW-ARs of 72.91%,
79.66%, 72.54% respectively. Our method can build an efficient and
accurate model using fewer samples, and it achieves much higher
PW-AR and is much more efficient than CN-method (Table 4).

6.2. Evaluate the performance with the Camvid database

In the Camvid database, two groups of the labeled training
data, 0016E5 and 0006R0, are used for day sequence training data,
and another group 0016E5_15Hz are used for testing.
Fig. 3. Comparison of annotation results based on different methods using StreetVideo0
the original image, (d) a test video frame, (e) manually annotated result, (f) RF Boosting
6.2.1. Overall performance
We compared our method with the method based on ego-

motion-based 3D point clouds (EMD) [21] and the method based
on dense depth map (DDM) [17], the SP-SS method [19] and SRT-
SS method [20]. Table 1 shows the quantitative evaluation results.
Our method achieves PW-AR 84.7%, SP-SS and SRT-SS achieve PW-
ARs of 76.9% and 77.4%, EED and DDM achieve PW-ARs 69.1% and
82.1%. Our method achieves the highest PW-AR and is much better
than other methods. Figs. 7 and 8 give two examples of segmen-
tation results achieved by SP-SS, SRT-SS and our method. It can be
seen that our method achieves much better results than SP-SS and
SRT-SS for the annotation of main objects, especially for the
complicated objects, such as car, tree and pedestrian. Our model
contains 100 trees trained to a maximum depth of 15. The learning
takes only about 18 min and testing takes about 1.5 s per frame.
For the SRT-SS method, the total runtime is about 35 h and testing
takes about 78 min per frame. For the SP-SS method, the total
runtime is about 3 h and testing takes about 0.55 min per frame.
Note that, the computation of our method is much more efficient
than the other two methods. The experiments validate the accu-
racy and efficiency of our method. The experiments also show that
the proposed algorithm can accurately segment more complex
scenes, which has 13 categories.
1. (a) A train video frame, (b) the superpixel segmented result, (c) the depth map of
method, (g) CN method and (h) ABDF method.



Fig. 4. Comparison of annotation results based on different methods using StreetVideo02. (a) Two test video frames, (b) manually annotated results, (c) CN method and
(d) ABDF method.

Fig. 5. Two frames of SchoolVideo01 and their annotated benchmark. (a and b) Two frames; (c and d) the manually annotated results.

Fig. 6. Comparison of annotation results based on different methods using SchoolVideo02. (a) Two test video frames, (b) manually annotated results, (c) CN method and
(d) ABDF method.
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6.2.2. Per class performance
To further evaluate the effectiveness and the efficiency of the

proposed method, we also use the other four metrics from com-
mon semantic segmentation and scene parsing evaluations that
are variations of region intersection over union (IU) [29]. Let nc
denote the number of different classes. For class i, the per class
accuracy rate (PC-AR) is defined as n m/ii i, then the mean PC-AR is
defined as ( ) ∑n n m1/ / /c i ii i. The per class IU (PC-IU) is defined as

( + ∑ − )n m n n/ii i j ji ii , then the mean PC-IU is defined as



Table 1
The average runtime of processing an sample using different methods.

Method Image size Run time (s)

CN method [25] 960�540 31
CNþspatial prior [25] 960�540 41
ABDF 960�540 2

Table 2
Comparison of PW-AR (%) based on different methods using different number of
samples.

Method 10 20 50 100

CN method – – 70.12 78.42
CNþspatial prior – – 79.66 84.81
ABDF 84.20 86.37 88.21 90.11

Table 4
Comparison of PW-AR
(%) with different
methods.

Method PW-AR

SP-SS [19] 76.9
SRT-SS [20] 77.4
EMD [21] 69.1
DDM [17] 82.1
ABDF 84.7
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( ) ∑ ( + ∑ − )n n m n n1/ / /c i ii i j ji ii .
In this section, the experiments are implemented with two

objectives. First, we compare the per class performance of the new
algorithm with other three learning-based method. The SP-SS
method [19] is a semantic segmentation method based on lazy
learning, the SRT-SS method [20] is based on transfer learning, and
the FCN method [29] is based on deep learning. Second, we assess
the effectiveness of our appearance feature model. To achieve the
second objective, we also build an appearance model based on
only 2D features, which is denoted as 2D-only. We compute the
PW-AR, PC-AR, PC-IU, the mean PC-AR and the mean PC-IU, and
record the runtime of training and testing. The experimental re-
sults are listed in Tables 5 and 6, respectively. The PW-ARs of SP-
SS, SRT-SS, FCN and our method are 76.41%, 79.86%, 49.98% and
84.7%, respectively. The mean PC-ARs of SP-SS, SRT-SS, FCN and
our method are 47.49%, 44.95%, 22.45% and 53.16%, respectively.
The mean PC-IUs of SP-SS, SRT-SS, FCN and our method are 37.74%,
38.01%, 14.04% and 45.78%, respectively. It demonstrates that our
method achieves much better results than other methods. The FCN
method achieves the worst results on the Camvid database, and it
does not work well on dataset with a small sample size. The
runtime of training a classifier and testing for SP-SS, SRT-SS, FCN
and our method are listed in Table 7. It shows that the proposed
method is much more efficient than other three methods.

The experiments also evaluate the effectiveness of the pro-
posed appearance model. The fusion of 2D features and 3D fea-
tures achieves much higher PC-AR and PC-IU than the model
based on only 2D features.

6.2.3. Evaluate the performance of ABDF
To show the efficiency of ABDF method, we also compared it

with several most related competing methods, i.e., the ADF algo-
rithm [23], Boosted algorithm (BT) [44] and RF algorithm [6] by
using five standard machine learning databases. The five datasets
are shown in Table 8. For a fair comparison of all methods, we set
the common parameters to the same values. The number of trees T
is set to 100 (for BT, this is equivalent to the number of weak
learners), the maximum depth Dmax of the trees is set to either 10,
15, or 25 (depending on the size of the training data), the number
Table 3
Comparison of PW-AR (%) based on different methods using different datasets.

Method StreetVideo01 StreetVideo02 SchoolVideo02

CN method 67.58 70.12 61.46
CNþspatial prior 72.91 79.66 72.54
ABDF 85.79 84.20 80.98
of random thresholds is set to 10 per node and the minimum
number of samples for further splitting is set to 5. For ADF and BT,
we also evaluate three different loss functions that can be in-
tegrated in the Gradient Boosting formulation, i.e. Exponential,
Savage and tan. The results are illustrated in Table 9. We also in-
vestigate the influence of the loss function on the annotation re-
sults. It can be seen that the proposed ABDF model achieves the
best results on all five datasets. For G50c, BTs with Savage loss
function obtains the second best results. For ADF method, tan loss
function achieves better results than that of the other two loss
functions and for BT, Savage function achieves better results on
most of datasets.

We further evaluate the computational efficiency of these four
classifiers. The results are shown in Table 10. The runtime of the
proposed method, ADF and RF are roughly the same. Our method
consumes slightly more time (approximately 0.1–0.5 s) than ADF,
however, it achieves higher accuracy. Note that, our algorithm
achieves significantly better results in semantic annotation for
complex video street.
7. Conclusion

In this paper, we have presented a new methodology based on
2D and 3D features fusion and an aggregated boosting decision
forest for semantic annotation of video street view. We adopt an
appearance model based on the combination of 2D and 3D fea-
tures and depth information. The multi-feature fusion can improve
the robustness of the model. Besides feature fusion, we propose a
ABDF algorithm to built the classifier by using a modified in-
tegrated splitting strategy for decision tree. The experiments have
validated the efficiency of the proposed method. The results de-
monstrate that our method improves the performance of semantic
segmentation based on three evaluation metrics, i.e. PW-AR, PC-
AR and PC-IU, and simultaneously reduces the time and memory
consumption. Compared with the state-of-the-art DL-based
methods, the proposed method has three advantages. First, our
method only needs a small amount of samples to build a robust
model. Second, our method achieves higher PW-AR, PC-AR and
PC-IU when only a small number of samples are available. Third,
the computation of our method is much more efficient for both
training and testing. In summary, the proposed methodology
achieves over 84% PW-AR, 53% mean PC-AR and 45% mean PC-IU
in the Camvid database by using 305 samples for training. The
experimental results demonstrated that our proposed method is
superior to that of existing semantic annotation methods in terms
of accuracy and computation efficiency, and can be used in real-
time video processing applications. However, some disadvantages
still exist. For example, small objects, such as columns, contain
only a few pixels after segmentation, and they will be merged with
adjacent regions, resulting in relatively rough recognition results.



Fig. 7. Example 1 of semantic segmentation comparisons. (a) One video street view frame in Camvid database; (b) manually annotated results (ground truth); (c) SP-SS;
(d) SRT-SS; (e) our method.

Fig. 8. Example 2 of semantic segmentation comparisons. (a) One video street view frame in Camvid database; (b) manually annotated results (ground truth); (c) SP-SS;
(d) SRT-SS; (e) our method.
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Table 5
Comparison of PC-AR (%) with different methods.

Method Bicyclist Building Car Pole Fence Lane Pedestrian Road Sidewalk Sky TrafficLgt Tree Wall Mean

SP-SS 45.42 80.2 50.01 0.00 0.10 46.87 29.46 92.49 59.28 97.11 36.67 77.79 1.91 47.49
SRT-SS 33.45 85.3 40.3 2.54 20.56 43.29 1.03 93.64 48.17 96.97 8.51 94.74 15.91 44.95
FCN 1.46 48.98 21.83 0.64 8.09 1.03 5.06 91.79 19.2 73.46 0.15 16.38 3.73 22.45
Ours 55 91.55 45.79 7.36 23.47 58.90 21.80 95.14 53.51 96.41 28.86 95.23 18.10 53.16
2D-only 42.99 86.70 26.80 2.41 7.68 49.10 19.76 88.97 36.86 90.59 23.21 87.00 13.27 44.26

Table 6
Comparison of PC-IU (%) with different methods.

Method Bicyclist Building Car Pole Fence Lane Pedestrian Road Sidewalk Sky TrafficLgt Tree Wall Mean

SP-SS 20.63 57.44 31.86 0.00 0.10 39.15 9.91 87.07 40.99 92.42 36.29 72.92 1.90 37.74
SRT-SS 24.89 71.86 29.86 2.51 18.10 35.96 0.98 87.83 36.87 91.01 8.50 74.56 11.16 38.01
FCN 1.26 30.78 5.60 0.47 5.54 0.86 2.71 68.08 15.03 36.24 0.14 12.76 3.09 14.04
Ours 45.49 76.70 37.42 6.72 22.21 46.73 13.73 81.07 51.51 91.41 24.01 81.42 16.66 45.78
2D-only 36.34 66.78 21.77 2.28 7.47 40.35 11.80 72.21 34.22 87.74 22.02 76.74 12.23 37.84

Table 7
The comparison of runtime (s) with different methods.

Method Training Testing (per frame)

SP-SS 12,320 33
SRT-SS 125,640 4692
FCN 49,200 510
ABDF 1080 2

Table 8
Five machine-learning databases.

Dataset #Train #Test #Feature #Classes

G50c 50 500 50 2
USPS 7291 2007 256 10
MNISTS 60,000 10,000 784 10
Letter 16,000 4000 16 26
Char74K 66,707 7400 64 62

Table 9
Comparison of error rate (%) by using different models.

Method Loss G50c USPS MNISTS Letter Char74K

ABDF Tan 18.5771.31 5.5670.10 2.6870.08 3.3570.15 16.5970.25
Tan [45] 18.7171.27 5.5970.16 2.7170.10 3.5270.12 16.6770.21

ADF [23] Savage [46] 19.0071.32 5.7670.16 2.7870.09 3.9470.14 16.9270.15
Exp 19.0971.17 6.0370.29 2.9670.05 4.2770.13 16.8270.15
Tan [45] 18.9071.31 5.9370.27 3.1570.05 4.7070.18 17.5970.29

BT Savage [46] 18.8771.31 5.9270.19 3.1970.07 4.6570.12 17.6270.25
Exp 18.9171.30 5.8370.19 3.1770.07 4.7870.12 17.5770.21

RF [6,47] 18.9171.27 5.9670.21 3.2170.07 4.7570.10 17.7670.13

Table 10
Comparison of runtime (s) using different models.

Method G50c USPS MNISTS Letter Char74K

ABDF 1.1 1.2 1.4 1.3 1.5
ADF 1.0 1.0 1.0 1.0 1.0
BT 3.99 6.55 7.05 6.55 7.09
RF 1.55 0.45 0.79 0.45 1.52
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